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Preface

The amazing growth and diversification of surface analytical techniques began in the 1960s with the development of electron spectroscopy—first Auger electron spectroscopy (AES), closely followed by X-ray photo-electron spectroscopy (XPS or ESCA). Today these two complementary techniques still dominate the surface analysis scene with the total number of operational instruments well over one thousand. Since the 'heart' of either technique is an electron energy analyser, AES and XPS are frequently found in combination, with essentially no loss of performance in current fourth generation instruments. AES in the form of high resolution scanning Auger microscopy adds the surface compositional dimension to scanning electron microscopy. The addition of an ion source for sputter removal of surface layers allows either XPS or AES to perform composition depth profiling.

In recent years these techniques have rapidly matured with the generation of a large body of literature, the growth of 'user' groups in Europe, the United States and Japan, the systematic improvement of standards of operation and procedures for quantification, and so on. AES and XPS are now routinely used in a large number of industries; indeed, in some cases their development has been intimately connected with the growth of new industries (e.g. AES and the microelectronics industry). Many centres offering contract research facilities have appeared. Each year more and more people come into contact with the techniques through the need to solve problems relating to surface or interface composition and many people became practically involved in using the techniques without the advantage of relevant formal academic training. Although literature reviews of aspects of AES and XPS are legion, no text exists which reflects the new maturity of these techniques in a way which is useful practically, especially for newcomers to applied surface analysis.

The aim of this book is to correct this omission and to present, in one volume, all of the important concepts and tabulated data. A brief introduction gives the historical background to AES and XPS and sets them in the perspective of surface analytical techniques as a whole. The essentials of technique are covered in chapters on instrumentation, spectral interpretation, depth profiling and quantification. The remaining chapters are intended to give an insight into the major fields of application, both in terms of the special attributes of AES and XPS and the contribution they have made. These fields are
microelectronics, metallurgy, catalysis, polymer technology and corrosion science. Throughout, the underlying electron spectroscopy link between AES and XPS is stressed. Aspects of technique which have fundamental importance in day-to-day operation such as instrument calibration, XPS binding energy referencing and XPS data processing (especially complex curve resolution) are discussed in the Appendices. Finally, there are full tabulations of major peak positions in AES and XPS, relative sensitivity factors for XPS and binding energy/Auger parameter data for elements and compounds.

Wilton
Teddington
February 1983

D. BRIGGS
M. P. SEAH
Chapter 1

A Perspective on the Analysis of Surfaces and Interfaces

M. P. Seah

Division of Materials Applications, National Physical Laboratory, Teddington, Middlesex, UK

D. Briggs

ICI PLC, Petrochemicals and Plastics Division, Wilton, Middlesbrough, Cleveland, UK

1.1 Introduction

Surface analysis and surface science are evolutionary disciplines. They are where they are at present as a result of a small number of steps by a very large number of researchers. Progress along the whole front has not been even and advance has been rapid in certain areas but non-existent in others. Some of the pressures for advance come from mission-orientated studies for industry and some from the curiosity-motivated studies of academe. These pressures have led to an amazing plethora of techniques for surface analysis, each with its bureaucratic acronym, and to a very wide range of studies and data. Not all of these techniques and studies are relevant to researchers who wish to understand and solve surface-related problems in applied science. Over the years, Auger electron spectroscopy (AES) and X-ray photo-electron spectroscopy (XPS) have been found to show the greatest applicability. In this chapter, therefore, we chronicle the evolution of these techniques and show how they fit into the jigsaw of modern surface spectroscopies.

We have already mentioned surface analysis without defining what we mean. In its simplest sense we require the elemental composition of the outermost atom layer of a solid. Having found that, there will be immediate requests for detailed knowledge of the chemical binding state, precise sites of atoms in relation to crystal structure, surface homogeneity and the state of adsorbates. For many people surface science still concerns the complete
Figure 1.1 The regimes of surface analysis, thin film analysis and bulk analysis.

Figure 1.2 The intensity of application of surface analysis, illustrated by the manufacturing sectors of the United Kingdom. After Seah.
characterization of clean, low index, metal surfaces in vacuum; for others, the occasional adsorbed molecule of carbon monoxide may be added. However, in applied studies, the surfaces will be far more complex and the characterization will not generally be complete—simply adequate for the purpose. In applied studies all of the above will be required but, in addition, there will be requests for similar information for the atom layers below the surface as a function of depth, to depths of 1 μm or so, as shown in Figure 1.1. Each of the many surface analysis techniques approaches one or more of these aspects better than the others so that, in principle, each has a particular advantage. However, the value of a technique to the user depends not only on the theoretical advantage but also on the available experience in that technique, the back-up data and examples of similar approaches by previous workers. This book seeks to provide such information for the two principal surface analysis techniques, AES and XPS.

Figure 1.3 Countries operating surface analysis instruments
In the later chapters, examples are given of the use of AES and XPS in the major areas of microelectronics, metallurgy, catalysis, polymers and corrosion science. Figure 1.2 shows these and other areas in which surface analysis has made considerable contributions, ranging from the wear of cutting edges in strip metal production and the design of lubricant additives to optoelectronics and the architecture of integrated circuits. The ubiquity of surface analysis applications is matched by the range of countries now operating surface analysis instruments, as shown in Figure 1.3. This overall development has occurred in the years since 1970. Some developments took place before 1970 but most are concentrated into the last few years.

1.2 The Background to Electron Beam Techniques

1.2.1 Auger electron spectroscopy

The start of much of the work can be placed in the early 1920s when C. Davisson and H. E. Farnsworth were studying the secondary emission properties of metal surfaces in high vacuum under bombardment by electrons with energies of up to a few hundred electronvolts. Davisson’s interests at that time partly concerned the properties of the secondary electron emission of anodes in gas-filled and vacuum triode valves. During his experiments with L. H. Germer, an accident occurred to the glass vacuum system when the nickel target was being outgassed at a high temperature. This led to oxidation of the target which was then cleaned by prolonged heating in hydrogen, causing the originally fine-grained target to recrystallize to a few large grains. Low energy electron diffraction (LEED) was observed from these crystals by Davisson and Germer in 1927 and was correctly interpreted in terms of de Broglie’s publication on wave mechanics. Davisson, Germer, Farnsworth and others then worked on LEED through the 1930s using glass vacuum systems and their own designs of Faraday cup detectors to monitor the LEED beams. The experiments were very difficult but these workers still managed to study many low index single crystal metal surfaces, under what were probably ultra-high vacuum (UHV) conditions, as a function of temperature and gas adsorption. The work had a very limited appeal until Germer revived the display LEED concept of Ehrenberg and the concept was marketed commercially in a metal UHV system by Varian in 1964. Within a few years other manufacturers were producing commercial systems and many laboratories were set up to study single crystal metal surfaces, by LEED, in relation to a whole range of notionally applied problems that today, with the benefit of hindsight, may appear a little far-fetched. Many of the laboratories were, unfortunately, not in a position to handle the theoretical requirements of LEED.

In 1967 Harris published two reports from GE, subsequently appearing in the regular literature, which followed the notion of Lander that Auger
electrons from solids could be used for surface analysis. Briefly, the principle of the technique is that the sample is bombarded by an electron beam of \(1-10\) keV energy and this ejects core electrons from a level \(E_c\) in atoms in a region of the sample up to 1 \(\mu\)m or so deep. The core hole is then filled by an internal process in the atom whereby an electron from a level \(E_x\) falls into the core hole with the energy balance taken by a third electron from a level \(E_e\). This last electron, called an Auger electron after Pierre Auger who first observed such events in a cloud chamber,\(^9\) is then ejected from the atom with an energy \(E_a\), given very approximately by

\[
E_a = E_c + E_x - E_e. \tag{1.1}
\]

The electrons thus have energies unique to each atom and, if the energy spectrum from 0 to 2 KeV is measured, the energies of the Auger electron peaks allow all the elements present, except hydrogen and helium, to be identified. The reason that AES is a surface-sensitive technique lies in the intense inelastic scattering that occurs for electrons in this energy range, so that Auger electrons from only the outermost atom layers of a solid survive to be ejected and measured in the spectrum. Considerably earlier measurements on Auger electrons had been made, but not at these energies and not in relation to surface analysis.\(^10\) Harris realized that the direct energy spectrum, with its small peaks on a large background, could be much easier to present and analyse if differentiated. He thus developed the potential modulation of the analyser to present the differential mode spectra used ever since. Harris also demonstrated the great sensitivity of the technique in measuring surface contaminants with a signal-to-noise ratio of over 200.

In 1967 Harris discussed his work with Peria who immediately realized that the standard LEED apparatus could be modified for AES work with the addition of a small amount of standard electronics. Weber and Peria’s publication\(^11\) appeared before those of Harris due to unfortunate refereeing problems.\(^12\) Some of the early euphoria for LEED was fading and so standard LEED apparatuses were rapidly converted to AES work. Many early AES instruments were thus ideally suited for UHV work on single crystal surfaces but, because of the inherent differences of the LEED system as an electron spectrometer compared with the 127° deflection spectrometer of Harris, the LEED system was generally used at poor energy resolution. The poor resolution led many workers to believe that Auger electron peaks were broad and that they contained little chemical information. Thus AES developed from the beginning as an elemental analysis technique but was well established for carefully prepared single crystal surfaces in UHV. This enabled Palmberg and Rhodin\(^13\) to show, by depositing single atom layers on low index crystal faces, that AES is characteristic of the surface to a depth of only 5-10 Å. The next major step came with the introduction of the cylindrical mirror analyser by Palmberg, Bohm and Tracy\(^14\) which significantly improved the signal-to-noise
ratio available with AES and which opened the door to the wide spectrum of applications we see today.

1.2.2 Other techniques

Concomitant with these developments have been the developments of a number of parallel electron beam analytical techniques which have their own particular following but which do not have such general appeal as AES. Techniques such as appearance potential spectroscopy (APS), in which the onset of excitation of the core levels is measured as the beam energy is increased, were popular as cheaper alternatives to AES but have poor sensitivity and so are only used now for solid-state studies. Ionization loss spectroscopy (ILS), in which the electron losses associated with the onset of ionization of a core level are measured, similarly has poor sensitivity but now is being revived as a technique appropriate for very localized chemical analysis in the scanning transmission electron microscope (STEM). Other variants on these techniques exist but the only other analytical electron beam technique to have established itself is high resolution low energy electron loss spectroscopy (HRLEELS). In this technique the electron loss events from a highly monochromatic electron beam are measured with an energy resolution in the 5–20 MeV range. These losses are associated with the excitation of the vibrational modes of atoms and molecules in specific sites and orientations on metal surfaces. Reasonable quantities of data are now established so that the technique is becoming more general in application; however, polar compounds cannot be studied as the spectra become swamped by losses due to the easy excitation of optical phonons. A final technique which analyses structure rather than chemistry, but which is finding strong application today in the growth of epitaxial layered materials, is reflection high energy electron diffraction (RHEED). Like LEED, RHEED can be used to analyse the crystal structure of the outermost layers of a solid. To achieve a similar surface sensitivity to the 10–200 eV electrons used in LEED, the 10–30 keV RHEED electron beam is arranged to strike the surface at grazing angles of incidence. The analysis of diffracted intensities here is more straightforward than is the case for LEED and partly explains its current popularity.

1.3 The Background to Photon Beam Techniques

1.3.1 X-ray photoelectron spectroscopy

XPS has a very illustrious pedigree in which the Auger effect plays a part. Its long history is intricately bound up with the developments of wave-particle duality and the early days of atomic physics. For the more discerning reader, with a little more time to invest, this history is excellently and vividly
chronicled by the workers at LaTrobe University\textsuperscript{20-23} whose articles contain interesting historical perspectives and anecdotes.

XPS has its origins in the investigations of the photo-electric effect (discovered by Hertz in 1887) in which X-rays were used as the exciting photon source. For example, Innes described, in 1907,\textsuperscript{24} experiments involving a Röntgen tube with a platinum anti-cathode and subsequent magnetic analysis of the emitted electrons by velocity selection using two Helmholtz coils and photographic detection.

Rutherford’s laboratory, in Manchester, was at this time ideally placed to develop the field, having much experience in the measurement of the $\beta$-ray spectra of radioactive materials by magnetic analysis and being at the forefront of the new field of X-ray spectroscopy. The early experiments were carried out by Moseley, Rawlinson and Robinson before the outbreak of World War I. Indeed, in 1914 Rutherford made a first stab\textsuperscript{25} at stating the basic equation of XPS, which was subsequently modified to

\[ E_k = h\nu - E_B \]

where $E_k$ is the kinetic energy of the $\beta$-rays (photo-electrons), $h\nu$ the incident photon energy and $E_B$ the electron binding energy. After the War, Robinson continued the work and Maurice de Broglie started research in France, both still using photographic detection. Understanding developed rapidly and in the early 1920s the photo-electron spectra of many elements, excited by a variety of high energy X-rays, had been obtained. Anomalous ‘lines’ (not obviously from core levels) were found to correspond with excitations by X-ray fluorescence photons characteristic of the atoms under study. The realization of the true nature of these electrons came only with Auger’s demonstration of the radiationless transition,\textsuperscript{9} which bears his name, in cloud chamber experiments. At this time XPS was seen as extending the study of atomic structure beyond the confines of X-ray spectroscopy (XES). However, it eventually became obvious that the limitations of the experimental XPS technique on the one hand and new advances in XES technique on the other had changed the situation heavily in favour of XES. Only Robinson continued research, though without any major advance in resolution or sensitivity, through the 1930s, and this effort too ended with the outbreak of World War II.

After the War, Steinhardt and Serfass at Lehigh University conceived the idea of reviving XPS as an analytical tool, particularly for studying surface chemical phenomena. Several instruments were constructed which, though failing to advance performance, introduced G-M electron counting and eventually a 127° electrostatic energy analyser. Despite the use of very high energy X-rays, surface effects on spectra were, however, discerned.\textsuperscript{26} Steinhardt’s PhD thesis had the prophetic title ‘An X-ray photoelectron spectrometer for chemical analysis’.
Meanwhile decisive developments were underway in Uppsala, Sweden. Kai Siegbahn had developed, during the 1940s, β-ray spectroscopy to very high levels of precision and had realised that electron spectroscopy using X-ray excitation, rather than radioactive sources, might now be possible. An iron-free double-focusing spectrometer for accurate magnetic energy analysis was specially developed with a resolving power of $10^{-8}$. In 1954 the first X-ray photo-electron spectrum from cleaved sodium chloride was obtained. Up to this point all previous spectra had consisted of a series of bands with a more-or-less well-defined edge followed by a tail. The Uppsala spectrum revealed for the first time a completely resolved line on the high kinetic energy side of each ‘edge’, representing electrons which had lost zero energy. The peak maximum ($E_K$) allowed the electron binding energy ($E_B$) to be measured accurately and the goal of using XPS for atomic structure investigation had been realized. Subsequently Siegbahn’s group observed the chemical shift effect on core-level binding energies and went on to develop the whole field of electron spectroscopy during the period 1955–1970. Siegbahn coined the acronym ESCA (electron spectroscopy for chemical analysis) to underline the fact that both photo and Auger electron peaks appear in the ‘XPS’ spectrum. A seminal book on the subject was published with this title in 1967 which brought large-scale awareness of the potential of XPS. Commercial instruments started to appear around 1969–1970, although at this time, as a result of work with stearates by Siegbahn et al., it was thought that XPS characterized the outermost 100 Å of the surface. It was not until the work of Brundle and Roberts in UHV that XPS truly became a surface technique whilst in 1972 Seah pointed out that the thickness of the surface layer characterized must be very similar to that in AES.

### 1.3.2 Other techniques

Instead of using photons of kiloelectronvolt energy, much lower energy photons may be used to excite electrons in the solid. In ultra-violet photo-electron spectroscopy (UPS) the source of photons is a differentially pumped inert gas discharge lamp. This produces discrete low energy resonance lines (e.g. He$^I$, 21.2 eV, and He$^{II}$, 40.8 eV) with an inherent width of a few millielectronvolts. Since there is only sufficient energy to emit electrons from the valence band, the technique has no analytical potential (in the sense of this book). UPS is, however, widely used in the study of the electron band structure of metals, alloys and semi-conductors and of adsorption phenomena. A further source of photons for photo-electron spectroscopy is synchrotron radiation—the radiation emitted by accelerating electrons. Electrons circulated continuously in a storage ring at energies of ~1 GeV produce a continuous spectrum of photons with energies from a few electronvolts to several kiloelectronvolts. With a monochromator, therefore, a variable energy
photon source is provided and this has several attractions for photo-electron spectroscopy.\textsuperscript{32,33} The synchrotron source is also ideal for carrying out extended X-ray absorption fine-structure spectroscopy (EXAFS). Here, information about local structure and short-range order is obtained from the pattern of oscillations on the high energy side of X-ray absorption edges. Essentially this is a bulk analytical technique to complement X-ray diffraction (XRD) but applicable to amorphous materials. However, 'surface' information is obtained, for instance, in the study of very small metal crystallites in supported metal catalysts.\textsuperscript{34} True surface information can also be obtained by a variety of methods, e.g. by monitoring the Auger electron yield over the same photon energy range in the region of an absorption edge. Such variants are referred to as surface EXAFS or S-EXAFS.\textsuperscript{35}

1.4 The Background to Ion Beam Techniques

Over a similar period to that of AES has been the development of two major ion beam techniques: secondary ion mass spectroscopy (SIMS).\textsuperscript{36,37} and ion scattering spectroscopy (ISS).\textsuperscript{38,39} In SIMS a mass filtered beam of argon, oxygen or cesium ions strike the surface and remove surface atoms. Some of the emitted atoms are either positively or negatively ionized and these may be detected, very sensitively, by a mass spectrometer. For surface analysis a primary beam of argon, at current densities of the order of nanoamperes per square centimetre, is used with the beam spread out over some tens of square millimetres. In this mode, called static SIMS, the technique has a very high surface sensitivity, especially to electropositive elements, and can also give, in principle, detailed chemical state information and, with some effort, moderate quantification. Although now twelve years old, the technique has not yet found as much favour as AES and XPS. It is quite likely, however, that interest in the use of static SIMS will grow in the near future for samples already characterized by AES or XPS. The latter techniques rapidly provide an overall picture but SIMS is sometimes better at unravelling detailed aspects of chemistry, has a much higher sensitivity and furthermore can be used to observe hydrogen. In the alternative operating mode of dynamic SIMS the ion optics allow submicron images of the sample to be produced for different elements. The high primary ion flux densities of dynamic SIMS cause the surface to be eroded, as measurement occurs, in contrast to static SIMS where the top atom layer may remain for many hours before removal. In dynamic SIMS the alternative ion sources of oxygen and cesium are used as these enhance the yields for positive and negative ions, respectively, to increase the detectability. Here limits are given in parts per million (p.p.m.) or billion (US) instead of fractions of a percent as in AES and XPS. In dynamic SIMS the chemical information is lost and the instrument can be operated in one of two ways. In one mode the instrument behaves similarly to
the electron probe X-ray microanalyser (EPMA) for bulk microanalysis and imaging or, in the other mode, by rastering the primary beam over an area of approximately 50 × 50 μm, high depth resolution concentration–depth profiles of dopants in semi-conductors can be attained.

The second ion beam technique, ISS, relies on a simple billiard ball collision concept in which the primary ion is scattered into the spectrometer with an energy defined by the mass of the struck target atom. The technique does not have the broad applicability of AES, XPS and SIMS but has the unique advantages that it gives information of the outermost atom layer only and also, by varying the polar and azimuthal angles of the interrogating ion beam with respect to a single crystal target, of the adatom site position.

Two other ion beam techniques should be mentioned: sputtered neutral mass spectroscopy (SNMS) and Rutherford back-scattering spectroscopy (RBS). SNMS uses the same principles as SIMS but, recognizing that most of the signal is lost because most of the emitted particles are neutralized on leaving the target surface, seeks to re-ionize them in a plasma just above the surface. This should greatly increase the sensitivity over that of SIMS but, due to the difficulty of operating the plasma and of obtaining spatial resolution, the technique has not yet gained popularity. On the other hand, RBS is more akin to ISS, using the billiard ball collisions and energy analysis of the reflected beam ions. By using ions of a few MeV energy the depth distributions of different elements can be measured non-destructively over depths up to 1 μm with a depth resolution of 20 nm. Heavy elements of adjacent atomic number are difficult to resolve but sensitivities below 1 per cent. of a monolayer are claimed. The equipment is simple and rugged and suitable Van der Graaff accelerators are becoming available as surplus to requirements from the nuclear measurements field, where higher energy machines are being purchased. Ion neutralization spectroscopy (INS), in which low energy ions neutralized at the surface produce electrons which are characteristic of the valance band, is not discussed here since, like UPS, it has not general analytical capability.

### 1.5 Conclusions

The broad scope of some of the surface analysis techniques* is shown in Table 1.1, where some techniques are summarized in terms of their input and measured radiations. Fuller versions of such a table and a more detailed discussion of many of the techniques may be found in the review of Coburn and Kay, articles in *Methods of Surface Analysis* and the review of Honig. Table 1.1 reminds us that for each input radiation there are many simultaneous pro-

*Little mention has been made of vibrational spectroscopy techniques which can provide surface analytical information, since they do not meet a basic requirement of identifying elements. However, in the study of adsorption of molecules or of organic and polymeric surfaces they have an important role to play. Some of these techniques are mentioned in Chapter 9.
Table 1.1  Easy reminder of the principles of surface techniques

<table>
<thead>
<tr>
<th>Radiation detected</th>
<th>Electrons</th>
<th>Incident Ions</th>
<th>Radiation Neutrals</th>
<th>X-rays</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Electrons</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AES</td>
<td>INS</td>
<td></td>
<td>UPS</td>
</tr>
<tr>
<td></td>
<td>LEED</td>
<td></td>
<td></td>
<td>XPS</td>
</tr>
<tr>
<td></td>
<td>HREELS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ions</td>
<td>ESD</td>
<td>SIMS</td>
<td></td>
<td>FABMS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ISS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrals</td>
<td>SNMS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X-rays</td>
<td>(EPMA)</td>
<td>(PIXE)</td>
<td></td>
<td>S-EXAFS</td>
</tr>
</tbody>
</table>

cesses occurring in the sample. Thus AES instruments with high spatial resolution can usefully have added X-ray detectors, as in the electron probe X-ray microanalyser (EPMA), but electron stimulated desorption (ESD)\textsuperscript{46} must also be recognized. Since a measurement in AES requires a certain dose of electrons and the fraction of surface atoms removed in ESD concerns the dose per unit area, it is clear that ESD sets limits on spatial resolution in AES.\textsuperscript{47} Some extra acronyms are given in Table 1.1, where those in brackets are not true surface analysis techniques but are added for completion. Particle-induced X-ray emission (PIXE)\textsuperscript{48} uses MeV $\alpha$-particles, or protons, to irradiate the sample and, by analysing the emitted X-rays gives p.p.m. detectability for elements with $Z > 12$ over depths comparable with the EPMA. Fast atom bombardment mass spectrometry (FABMS)\textsuperscript{49} replaces the ion beam of SIMS with energetic neutrals and so overcomes any charging effects of insulators.

The more important of these techniques are presented in some detail in Table 1.2 where some of the less easily quantified aspects are presented. Cost is not included since the bulk of the cost is often not with the optics of the particular technique but with the specimen handling arrangements, computer analysis, laboratory overheads and social security payments. Ease of specimen preparation and an understanding of the measurement are generally more important. Ease of specimen preparation is the main limitation in the application of the atom probe field ion microscope\textsuperscript{50} although, for microanalysis at interfaces, it is doubtful if alternative techniques can approach within an order of magnitude of its spatial resolution. Sharp tips of material must, of course, be prepared; however, the range of possible materials is continually increasing.

Before concluding this chapter it should be noted that the surface analysis instrumentation field is moving very rapidly and within a year Table 1.2 is likely to be out of date in relation to spatial resolution and sensitivity. AES and XPS will continue to have the greatest popularity since they are both
Table 1.2 Survey of the more popular techniques for surface and interface analysis

<table>
<thead>
<tr>
<th>Technique</th>
<th>Information (E = elemental, C = chemical)</th>
<th>Spatial resolution</th>
<th>Sampling depth monolayers</th>
<th>Sensitivity (order of)</th>
<th>Quantification (λ = easy)</th>
<th>Elements not covered</th>
<th>Popularity</th>
<th>Specimen preparation (λ = easy)</th>
<th>Ease of use</th>
<th>Extent of support data</th>
<th>Effective take-off year</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>E*</td>
<td>[0.2 μm]</td>
<td>3</td>
<td>0.3 %</td>
<td>\</td>
<td>H,He</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>1968</td>
</tr>
<tr>
<td>Atom probe FIM</td>
<td>E†</td>
<td>1 mm</td>
<td>1</td>
<td>1 %</td>
<td>\</td>
<td>\</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>**</td>
<td>1968</td>
</tr>
<tr>
<td>HREELS</td>
<td>C</td>
<td>1 mm</td>
<td>1</td>
<td>1 %</td>
<td>\</td>
<td>H,He</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1970</td>
</tr>
<tr>
<td>ISS</td>
<td>E</td>
<td>1 mm</td>
<td>100</td>
<td>1 %</td>
<td>\</td>
<td>H,He</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1967</td>
</tr>
<tr>
<td>RBS</td>
<td>E</td>
<td>1 mm</td>
<td>2</td>
<td>0.1 %</td>
<td>\</td>
<td>\</td>
<td>*</td>
<td>**</td>
<td>*</td>
<td>*</td>
<td>1970</td>
</tr>
<tr>
<td>SIMS (static)</td>
<td>C</td>
<td>1 mm</td>
<td></td>
<td></td>
<td></td>
<td>\</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1968</td>
</tr>
<tr>
<td>SIMS (dynamic, imaging)</td>
<td>E</td>
<td>0.5 μm</td>
<td>40</td>
<td>1 p.p.m.</td>
<td>\</td>
<td>\</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1975</td>
</tr>
<tr>
<td>SIMS (dynamic, depth prof)</td>
<td>E</td>
<td>50 μm</td>
<td>40</td>
<td>1 p.p.m.</td>
<td>\</td>
<td>\</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1969</td>
</tr>
<tr>
<td>UPS</td>
<td>C</td>
<td>3 mm§</td>
<td>3</td>
<td>1 %</td>
<td>\</td>
<td>N/A</td>
<td>*</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>1967</td>
</tr>
<tr>
<td>XPS</td>
<td>C,E</td>
<td>0.2 mm§</td>
<td>3</td>
<td>0.3 %</td>
<td>\</td>
<td>H,He</td>
<td>***</td>
<td>***</td>
<td>*</td>
<td>*</td>
<td>1967</td>
</tr>
</tbody>
</table>

*C is available, but not with high spatial resolution due to electron stimulated desorption effects.*

†C may generally be deduced.

‡When compared with a close standard.

§1 μm resolution has been reported in a new instrument concept using a He UPS source and resolutions below 100 nm are calculated for XPS energies.*
self-contained techniques which are available for any laboratory and for which there has consequently developed an enormous store of expertise and data. Both are limited in the sense that XPS has poor spatial resolution and AES tends to be rather destructive to weakly bound species. Count rates are likely to increase as spectrometer design improves and as multi-channel detectors become more popular. This will allow higher spatial resolution in XPS and reduce the damage associated with AES. Spatial resolutions of 100 μm should be possible in XPS using this approach although something below this figure may be possible using the axial magnetic field photo-electron spectrometer of Beamson, Porter and Turner. This latter instrument is of a revolutionary rather than evolutionary nature and makes use of trapped electron orbits in the eight tesla field of a superconducting magnet.

The histories of many of our surface analysis techniques are measured in decades and yet we see from Table 1.2 that the effective take-off date for many of the techniques, when they mushroomed into many laboratories, is bracketed by the years 1968 to 1970. This is not a coincidence but most probably occurred through the maturing of UHV technology and the ready availability of complex UHV systems in the middle and late 1960s, so catalysing a general awareness of surfaces and their importance. From those days, with the careful handling of special vacuum systems by people who ‘knew’ about UHV, we have come today to systems of greater reliability, where samples may be inserted and removed through airlocks in minutes rather than days, and which may be operated by people no longer skilled in solving vacuum problems but skilled in solving surface problems.

In the chapters that follow the reader will find first the details of instrumentation followed by the interpretation of spectra generated from solid surfaces by both AES and XPS. A major proportion of the applied work currently involves not just the outer surface but also the composition through reaction layers or coatings. The basic problems concerned with such depth profiling are discussed together with the status of the quantification in the spectra. This part of the book, together with the tabulations of data and technique in the voluminous appendices, provides the reader with all that should be needed to get the most from the techniques. The second part of the book, Chapters 6 to 10, illustrates the power of AES and XPS in the solution of problems in the major technological areas, as shown in Figure 1.2. These chapters show how the different aspects of the techniques, discussed in the earlier part of the book, may be turned to particular advantage in the solution of important problems.
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2.1 Introduction

Without the means of measuring and recording electron energy distributions, electron spectroscopy would be merely speculation. The spectrometer is central to the whole subject, and it is therefore worth discussing spectrometers in some detail because of their importance. In this context the term 'spectrometer' is taken to include all aspects of an instrument that have any bearing on the process of the collection of electron spectroscopic data. Thus not only must the design and performance of the electron energy analyser itself be discussed, but also the design of electron and of X-ray photon sources, the nature of the ambient required in a spectrometer and how it is to be achieved, the ways in which a specimen for analysis is handled, i.e. transferred or manipulated, within the spectrometer and the methods of specimen surface preparation and treatment. It is the purpose of this chapter to describe current state of the art and practice in modern spectrometers used for XPS and AES in a way that will allow their operation and principles to be understood, and that will also provide some useful working relationships.

2.2 Vacuum Conditions

There are two reasons why electron spectrometers used in surface analysis must operate under vacuum. In the first place, electrons emitted from a specimen should meet as few gas molecules as possible on their way to the analyser so that they are not scattered and thereby lost from the analysis. Another way of expressing this requirement is that their mean free paths should be much greater than the dimensions of the spectrometer. This by itself does not impose much stringency on the working vacuum to be achieved, since vacua in the range $10^{-5} - 10^{-6}$ torr would be adequate. However, the second reason does impose stringent requirements on the working vacuum. It has been established\(^1\) in Chapter 5 (see Figure 5.5, in which the
observed relationship between electron kinetic energy and inelastic mean free path is plotted) that both XPS and AES are highly surface-specific techniques, with sampling depths typically of a few atom layers. Most of the electrons whose energies are analysed originate in fact in the first one or two atom layers. Such surface specificity, combined with elemental sensitivities of the order of 0.5 per cent. of an atom layer, means that the techniques are very sensitive to surface contamination, from whatever source. Since in many experiments it is necessary to start with a well-characterized surface, either atomically clean or in some other stable condition, and since even very small amounts of contaminant can affect the course of an experiment drastically, it is clearly necessary to operate under conditions in which the rate of accumulation of contamination is negligible compared to the rate of change in the experiment. The principal source of contamination is from the residual gas in the vacuum system. Any textbook on gas kinetic theory will provide the information that, to a good approximation, a monolayer of gas will accumulate on a surface in 1.5 s at a pressure of \(10^{-6}\) torr and at room temperature, if every molecule hitting the surface stays there on impact (a sticking probability of unity). If one takes as typical requirements that no more than 0.05 atom layers of contaminant should accumulate in the space of 30 min. then, again for unity sticking probability, gas kinetics rule that the residual gas pressure should be \(4 \times 10^{-11}\) torr. In practice, sticking probabilities are not often quite as high as unity, and for the great majority of surface experiments it is found that a base pressure of \(10^{-10}\) torr is adequate. Such a pressure falls into the regime of ultra-high vacuum (UHV).

### 2.2.1 UHV systems

#### 2.2.1.1 Materials

Having established that XPS and AES should be operated at pressures in the UHV region, it is necessary to discuss briefly what implications that has for the materials of construction of spectrometers. Returning to gas kinetics again, but without going into detail, it is an easy matter to show that for practicable dimensions of chambers, pipework and pump, the ultimate vacuum attainable is always governed by the rate at which adsorbed gases leave the internal surfaces at ambient temperature. This outgassing rate, as it is called, varies considerably according to the chemical nature of the surface and its pre-treatment or history and according to the nature of the adsorbed gas. However, even in the best case, i.e. the lowest outgassing rate, if the temperature of the internal surfaces never goes above ambient, then UHV in the spectrometer will not be achieved, or at least not for a very long time indeed. In order to reach UHV in a reasonable time it is necessary to remove the adsorbed gases at a much faster rate than normal, and this is accomplished by
raising the temperature of the spectrometer, or baking it, to about 200 °C for a few hours. On cooling to ambient temperature again, the outgassing rate from the internal surfaces drops by several orders of magnitude and the pumps are then capable of producing and maintaining UHV.

The necessity of baking imposes restrictions on the materials that can be used in a spectrometer. Nothing must be used in construction that might disintegrate, outgas excessively or lose strength at the elevated temperature, and this applies throughout the life of the spectrometer, since bake-out is repeated at regular intervals. For these reasons it is not permissible, for example, to use elastomer materials such as Viton in seals between UHV and atmosphere since not only can elastomers oxidize and become brittle but at the baking temperature they also become porous and allow gases to pass through by diffusion. Thus the seals used in the joints between the components of the spectrometer must be of metal. The bake-out temperature precludes the use of indium (MP 156 °C), which is otherwise a useful sealing material, and in fact the two metals most commonly used for this purpose are gold and copper, with the emphasis heavily on the latter. Gold is used in the form of annealed wire compressed between flat flanges, but such seals, although completely reliable in use, suffer from the defects that it is difficult to position the wire correctly on a vertical flange, that the gold cannot always be removed from a flange after compression and that gold is expensive. The type of seal now employed almost universally is shown in Figure 2.1. A flat, annular, copper gasket fits exactly into the recess formed between two identical flanges when they are brought together. Each flange has a circular tapered knife-edge machined in its face. When the flanges are forced together by tightening the nuts on bolts placed through the bolt holes, the opposing knife-edges, which are of identical diameter, bite into the copper gasket and force the copper to flow away from them on each side. On the inside diameter there is no restriction, but on the outside the gasket is prevented from distorting by the walls of the recess into which it fits. Thus very large forces build up in the copper in that region and a very effective seal is formed between the gasket and the flange material on the outside of the knife-edge itself, capable of withstanding innumerable temperature cycles during bake-out.

The point of bringing in the above discussion about vacuum seals here is that it will be obvious by now that flanges of the type shown in Figure 2.1 (called, variously, ‘knife-edge’, ‘copper-seal’ or ‘Conflat’* flanges) must be fabricated from a metal that is hard, retains its hardness indefinitely at baking temperatures and does not oxidize readily. Thus aluminium or its alloys, which are otherwise useful materials in UHV, cannot be used for UHV vacuum vessel construction since they are too soft for knife-edge flanges. As a result, the material used in the fabrication of the great majority of UHV

*Trade name of Varian Associates Ltd.
vacuum vessels is stainless steel. The only exception occurs where magnetic screening is required, such as around energy analysers and in the vicinity of the specimen, in which case some manufacturers use mu-metal instead of stainless steel for the material of the vessel wall.

Although, as pointed out, the elastomer Viton should not be used between UHV and atmosphere, it is safe to use entirely within UHV if certain precautions are taken. These are that Viton rings should be de-greased and then pre-outgassed in an auxiliary vacuum system before insertion in the spectrometer and that those rings used in gate valve seats should never undergo bake-out with the valve in the closed position. Compressed Viton will take up a permanent set if baked repeatedly in that situation, leading to failure of the valve to close properly.

In addition to stainless steel and copper, there are several other materials that can safely be used between UHV and atmosphere, not as the principal constructional material but in components attached to the spectrometer for a variety of reasons. Before the advent of stainless steel vacuum systems, borosilicate glass was the constructional medium, and it is still used extensively in the form of windows mounted on flanges via graded glass-to-metal fused seals. For certain experiments quartz windows are also available. The other ceramic used widely is of course alumina; it is used in all places where electrical isolation is necessary to take current or voltage connections into the spectrometer.

Inside the spectrometer any material is permissible that does not cause an increase in the background pressure at either ambient or baking temperatures and that does not contain any constituents volatile at those temperatures that might settle on the inner surfaces and contaminate them. For instance, brass which contains a high proportion of volatile zinc must not be used, nor must any of the common plastic polymeric materials. However, it is permissible to
use PTFE-covered wire for instrumental connections in UHV if good quality material is used. The commonly used metals for small-scale fabrication in UHV, e.g. for special sample mounts, sample heating, electrical connections, etc., are copper, nickel, platinum, molybdenum, tantalum and tungsten, and most workers in electron spectroscopy would reckon to have a stock of at least some of those metals in the forms of wire and foil kept near the spectrometer.

2.2.1.2 Design and construction

These two aspects are interdependent; the design of any component, large or small, for UHV cannot be carried out without knowing exactly what the constructional constraints and requirements are. Constraints that have to be borne in mind continually are, for example, the relationship of flange positions to each other and to the external surface of a vacuum vessel, so that there is always access provided for the insertion and tightening of bolts and the allowance of adequate space both for weld preparation and for the welding operation itself. Normally such matters concern the manufacturer rather than the scientist, but if one wishes to design a special vacuum vessel oneself, or modify an existing one, then they should not be overlooked.

Another important part of vacuum system design, which applies not just to UHV, is the provision of adequate pumping speed at all points in the vessels to be evacuated. It is unfortunately still a not uncommon fault, even amongst reputable manufacturers who should know better, to design a perfectly good vacuum system for a spectrometer, good that is when the vessels are empty or carry no attachments, and then to place inside or attach to the vessels devices of such sizes and shapes that clearances are reduced to the point where the pumping speeds around the devices are severely restricted. This is the principal reason why the achievement of UHV by bake-out can take so long in some spectrometers. The relative arrangement of components inside the vacuum should be considered at the design stage not only from the electron spectroscopic point of view but also from the vacuum standpoint as well, and that applies with equal force to attachments that have to be accommodated on side ports. If necessary, to improve the pumping speeds in the latter case, additional by-pass pumping lines to the main pumps should be provided, or even auxiliary pumps. The estimation of conductances, and therefore of local pumping speeds, to adequate accuracy can be made from the various well-known formulae based on gas kinetics in the pressure region of molecular flow. These can be found in any good textbook on vacuum physics and will not be repeated here.

Fabrication of vessels and other components in stainless steel involves inert gas arc welding, a technique which is now standard. For UHV, however, there are certain practices in such welding which it is essential to follow otherwise
the achievement of UHV will be difficult or impossible. These practices are aimed at avoiding trapped volumes with low-conductance paths to the vacuum side of the vessel wall; clearly such volumes could contain dirt or gases that would give rise to a constant source of contamination, i.e. act as 'virtual leaks'. To avoid their formation it is essential to specify that all joint welds must be internal and continuous. That is, enough filler rod must be on hand from the start to ensure that once the welding of, for example, a circular joint has begun it is continued without a break until the starting point is reached again. Only in this way can trapped volumes be avoided. Ideally, all such welding would be done by an electron beam in vacuum, but the latter method is slow and not suited to complex geometries such as are frequently encountered on the inside of UHV vessels.

The last operation to be carried out in the construction procedure is that of finishing and then cleaning the internal surfaces, and the effectiveness of this operation will govern the subsequent vacuum performance of the vessel or component. Nowadays the preferred finishing treatment is blasting with tiny glass beads, which not only removes scale, etc., from welds and surrounding areas but passivates the surface by introducing cold work into the surface region. In addition the topography of the surface is smoothed on a microscopic scale, so that potential traps for contamination are removed. Finishing by electropolishing, which was used widely not so long ago, is to be avoided at all costs, since the surface is physically removed to produce the polish and the weld regions are particularly susceptible to attack, allowing crevices and small holes to be uncovered. After glass-blasting it is essential to make sure that all the glass ball debris is removed, since if any remains it will eventually find its way into moving parts, with disastrous results.

De-greasing in clean pure solvent after finishing will produce a surface condition that would be usable without further treatment for high vacuum applications, but for UHV a final step is necessary, and that is pre-bake-out. By that is meant the baking of individual components on an auxiliary vacuum system, ideally to temperatures above those to be used during bake-out of the assembled spectrometer, in order to remove traces of the de-greasing solvent left on the internal surface. Following this final step, the components should be wrapped in clean plastic sheet or put into plastic bags, to remain clean until required for assembly. Needless to say, at no stage following glass-blasting is any component handled with bare hands; use of gloves is essential. In addition it is highly desirable that the pre-bake-out operation, the storage before use, and indeed the assembly, be carried out in dust-free enclosures, i.e. with filtered atmospheres.

The foregoing points of design and construction would not normally be ones that would be used by the individual research worker, since there are now very few laboratories that make their own vacuum equipment. Nor is it possible in the space available here to go into all the many other minor details
of instrument design that have to be taken into account. However, in assessing the comparative standards of fabrication of potential instrument suppliers, the practices described above form a useful general yardstick as to the likely performance and reliability.

2.2.1.3 Vacuum pumps

Only UHV pumps will be discussed under this heading, and then only briefly with regard to their respective advantages and disadvantages, since descriptions of their modes of operation can be found in many other places.

The four types of pump found in various combinations on commercially produced spectrometers are diffusion, sputter ion, turbomolecular and titanium sublimation, and it seems that each instrument manufacturer has his own preference. About the only area of agreement between manufacturers seems to be in the use of titanium sublimation pumps as auxiliary and not main pumps for UHV.

Diffusion pumps can be used over a wide range of required ultimate vacua, according to the type of oil used; for UHV they need oil of a vapour pressure less than $10^{-9}$ torr, of high resistance to degradation leading to volatile products and of reluctance to creep over surfaces. The polyphenyl ethers have been used with success for some years, but other oils with improved characteristics are now becoming available. Although diffusion pumps themselves are relatively cheap, they need efficient liquid nitrogen traps situated between them and UHV, and such traps in fact cost more than the pumps. When the costs of liquid nitrogen, of cooling water and of power over a long period are also taken into account, the cheapness is only apparent. Against this is the major advantage of diffusion pumps compared to those below—that they are well behaved and not temperamental. They are prepared to pump almost any gas that is not reactive towards the hot oil and will work for very long periods without needing attention if they are not abused.

Sputter ion pumps have many attractions. They do not use fluids, do not need cooling water or liquid nitrogen, nor indeed much power, and can be connected directly to the vessel to be evacuated without any intervening traps. They can be brought into operation at the throw of a switch rather than having a long warm-up time and can be switched off again just as easily. Although inherently expensive, since a control unit is needed with them, no additional components are necessary and there are no cooling costs. It is likely that over a long period of time they are cheaper to run than diffusion pumps. In general use, however, as the main UHV pump these advantages are more than outweighed by their disadvantages. Principally, they are fussy about what they will pump, and how much of it. As long as the gas load consists of the normal residual gas constituents, such as nitrogen, oxygen and carbon dioxide, there are no problems. With the modern improved designs
they will even pump noble gases with reasonable speeds, provided the noble gas pressure is kept below $10^{-6}$ torr and the pump is not exposed to it for long continuous periods. However, ion-pumping of helium is to be avoided, since helium diffuses into the titanium cathode and can cause cracking of the cathode if too great a volume of helium becomes incorporated. The same applies to hydrogen, with the additional complication that titanium forms a series of solid solutions and compounds with hydrogen, so that the end result of prolonged pumping of hydrogen could be disintegration of the cathodes. Furthermore, since water vapour is pumped by dissociation of the water molecule into hydrogen and hydroxyl ion in the pump discharge region, followed by reaction of the products with the titanium, excessive pumping of high pressures of water vapour will have the same eventual effect as pumping hydrogen. Another drawback of ion pumps is the memory effect. For example, since, as stated above, both helium and hydrogen are pumped by dissolution in the titanium, it follows that subsequent sputtering of the helium- or hydrogen-filled titanium will cause re-evolution of those gases. The problem can be overcome to a certain extent by a high temperature bake-out ($\sim 500^\circ$C) of the pump, but that operation is inconvenient, to say the least. In addition, although ion pumps will pump hydrocarbons effectively, the carbon remains associated with the titanium and can recombine with other gases to introduce contamination. Thus on an ion-pumped system there will always be molecules containing one and two, and often three, carbon atoms in the residual gas spectrum; methane in particular can be a principal component, along with hydrogen, at base pressures of less than $10^{-9}$ torr. For the same reason, admission of pure oxygen to an ion pump will cause an increase in the carbon monoxide partial pressure to the point where it interferes seriously with the course of an experiment. In summary, then, ion pumps are suitable, and highly convenient, for pumping atmospheric constituents, but cause many problems when their application differs from that.

Turbomolecular pumps are also attractive from the point of view of convenience. A turbomolecular pump is the only type of pump that can in principle take a vacuum system from atmospheric pressure to UHV (with bake-out, obviously), although in practice it is never used in that way since to do so regularly would impose too much strain on it. It will pump any gas, but the pumping efficiency decreases directly with the molecular weight of the gas, so that the efficiency for hydrogen and helium is not good; the residual gas at UHV will therefore be mainly hydrogen. The only limitations on the nature of the gas pumped will be either possible reaction with the lubricating oil on the low vacuum side or possible corrosive effects on the rotor blades. In normal practice neither of these possibilities causes any problems. Turbomolecular pumps do not need traps or baffles like diffusion pumps and, like ion pumps, are probably cheaper to run over a long period than diffusion pumps. There is some lingering doubt as to whether they are capable on their own of achieving pressures of less than $10^{-10}$ torr since they tend always to be used in conjunc-
tion with titanium sublimation pumps, but then the same can be said of diffusion pumps too. In fact most manufacturers will not guarantee ultimate vacua of $10^{-10}$ torr or better without the aid of a sublimation pump, whatever the type of principal pump used. Nowadays turbomolecular pumps run very quietly, one of the original objections being noise, and it seems that the only reasons that they are not used more often on spectrometers are the possibilities of vibration and an inherent distrust of their reliability, again based on past experience.

Titanium sublimation pumps are by far the simplest and cheapest of the UHV pumps and are used very widely indeed, but, as remarked earlier, never as the principal pump on a spectrometer. They can be, and are, operated at pressures as high as $10^{-6}$ torr, but in electron spectrometers and other UHV systems their main contribution is to achieve the last order of magnitude or so decrease in pressure necessary if ultimate vacua of $10^{-10}$ torr and below are to be reached. For maximum pumping speed the titanium should be evaporated onto a liquid nitrogen cooled surface, but no standard spectrometer offers such a facility, and indeed much of the benefit of their ease of operation would disappear if a liquid nitrogen feed had to be provided. At the least, however, they ought to be water cooled, but even that is unfortunately not as common as it should be. The first operation of a titanium filament for sublimation has to be carried out carefully, since considerable release of gas occurs on initial heating, but once outgassing is complete the heating current can be switched straight to the maximum on subsequent operations. Normally the pumping of a sublimation pump is timed by the control unit, so that the titanium is not used wastefully; as a rough guide the pump need be operated only every few hours for two minutes at a time, at pressures around $5 \times 10^{-10}$ torr. Since sublimation pumps operate by ‘gettering’, i.e. by reaction of the evaporated titanium with reactive gases, they are excellent pumps for the major atmospheric constituents and for hydrogen and hydrocarbons, but do not pump noble gases at all. Furthermore, since the titanium film is not subsequently disturbed, as the cathode is in an ion pump, there are very few memory effects.

Based on the above remarks, the most trouble-free pumping systems would consist of diffusion or turbomolecular pumps acting in parallel with titanium sublimation pumps. Ion pumps are not recommended as the principal pumps, for the reasons given, although they should be used as appendage pumps for pumping small subsidiary volumes to which noble gases will not be admitted or occasionally as ‘holding’ pumps in the event of failure or maintenance shut-down of the principal pumps.

2.3 Sample Handling

Under this heading will be discussed all the steps necessary in the process of offering a sample to the energy analyser for analysis, from preparation of the
sample outside the spectrometer to insertion in, and positioning inside, the spectrometer, and to further preparation *in vacuo* that might be required.

### 2.3.1 Sample preparation

Most of the preparation that occurs before insertion in the spectrometer is devoted to mounting a sample on a probe or a manipulator, or on a stub, in such a way that the surface to be studied is presented for analysis with minimal contamination. The wearing of gloves to avoid direct skin contact with the sample or any other component to go into UHV must therefore be routine. Similarly, all tools used to help with sample preparation must be de-greased, handled only with gloves and reserved for the purpose in a clean area. Ideally the clean area should be a separate room or cubicle into which the air supply is filtered, but few laboratories have space to spare for that, and it is generally adequate to use an enclosed bench or a glove box for the purpose, with a positive flow of filtered air through it.

Methods of sample mounting vary from sample to sample and from one laboratory to another and are often the subject of considerable ingenuity. Where samples are to be analysed in a routine fashion at room temperature, i.e. do not require any special heating or cooling arrangements, modern spectrometers provide standard sample carriers, whose design varies with the manufacturer, but all of which have two things in common. Firstly, they have features such as recesses or grooves or spring clips that allow them to be transferred from the insertion system to the manipulator and, secondly, they have a flat area on which the sample is actually placed. The ingenuity arises in the ways in which awkwardly shaped samples can be fixed to this area in such a way that the materials used for fixing do not interfere with analysis of the sample surface of interest. Flat samples are always the easiest; if the reverse side is not of interest, they can be stuck to the carrier with a blob of methanol dag (not water dag), which dries rapidly and holds them firmly even after drying. Otherwise they can be held by being slipped under small spring clips of beryllium copper or some other springy metal fastened to the carrier.

The mounting of irregularly shaped samples is a function of individual sample geometry. In some cases the sample can be held sufficiently firmly against the carrier with a simple strap of some malleable metal such as nickel which can mould itself to the sample shape; the ends of the strap can either be spot-welded to the carrier or fixed under screw heads. In other cases it may be necessary to wrap the sample in metal foil, often of platinum, leaving the surface of interest exposed; the foil wrap acts as a cup in which the sample is held, the ends of the foil again being either spot-welded or held under screw-heads for fixing to the carrier. In whichever way it is mounted, care has always to be taken that the mounting material does not intrude into the analysed area or, if that is unavoidable, that the photo-electron spectrum of the mount does not interfere with that expected from the sample.
Powders pose some special problems. If they cannot be, or should not be, compressed or compacted, they can be placed loose in a recess either fixed to a carrier or part of a modified carrier, but there are obvious risks in so doing. Initial evacuation from atmospheric pressure, if carried out too quickly, will distribute much of the powder around the vacuum system; the powder is always likely to spill as the carrier is moved or transferred from one part of a spectrometer to another; and in some spectrometer configurations the analysed surface must be inclined to the horizontal at an angle of at least 30°, which must again lead to spillage into the system. A recommended way of "fixing" a powder for analysis is to shake some of it over piece of indium foil to approximately uniform coverage and then to press gently down on the powder layer with a piece of clean, hard, metal such as molybdenum or tungsten. Enough of the powder then becomes embedded in the surface of the indium to give a continuous surface for analysis, and the excess powder can be shaken off. This method has the additional advantage that the proximity of the indium reduces surface charging effects, which can be severe in the analysis of loose powders. Another popular method of mounting powders is to use double-sided adhesive tape; but this is not recommended for AES.

In the more complicated situation where the sample has to be heated or cooled, either before or during analysis, the mounting of the sample needs greater precision. Generally, the experimental programmes involving such analyses will be of longer term than those in which samples are transferred on carriers, and samples are therefore mounted individually and directly on the manipulator rather than being transferred to it. Most manufacturers market either special probes or special manipulator attachments, for use with their spectrometers when heating or cooling is required, and an example of a combined stage is shown in Figure 2.2. Heating is provided indirectly by an insulated hot filament under the substrate supporting the sample and cooling by passing liquid nitrogen into a tank to which the substrate is connected by a thick copper braid. In general it is advisable to use a probe or attachment dedicated to one or the other, since the dual-purpose probe has inherent limitations on the temperatures it can achieve. Since the actual temperature reached by a sample during either heating or cooling depends very much on the extent of thermal contact of the sample and the substrate, it is always advisable, if it can be done without damage to the sample, to attach a thermocouple directly to it rather than rely on a thermocouple attached to the substrate. Alternatively, a dummy sample can be used at first, so that a calibration of the substrate temperature can be obtained in terms of the actual sample temperature.

One of the worrying aspects of the above method of sample heating, i.e. by conduction from a heated substrate, is that impurities present either on or in the substrate can become mobile at high temperature and contaminate the sample. Such an occurrence would clearly lead to spurious experimental results. It is therefore necessary, when the heating stage is first used, to run it
Figure 2.2  Photograph of a combined heating/cooling stage for specimen treatment. Heating is provided by conduction from an insulated hot filament under the substrate surface on which the specimen is mounted. Cooling is achieved by conduction along a copper braid fixed to a tank through which liquid nitrogen is passed. The stage is mounted on the shaft of a universal manipulator (see Figure 2.9). (Reproduced by permission of Vacuum Generators Ltd, Hastings)
for prolonged periods at the intended temperatures without any sample being present and to monitor the cleanliness of the substrate surface. If any contaminating species appears and persists, it should be removed by ion bombardment. The cycles of heating and ion bombardment should be continued until the contamination does not reappear on heating. In other words, during initial operation the substrate should be treated as if it were a sample, and cleaned in the same way.

In basic experimental work involving very pure materials, often in the form of single crystals, the above method of heating the sample is not regarded as adequate. There must be no possibility of contamination from any supporting material and the sample must be heated uniformly. According to the shape, thickness and nature of the sample, heating may be carried out by the passage of current through the sample, by conduction from heated supports, by radiation from an adjacent hot filament or by electron bombardment from a hot filament. Generally speaking, the supporting materials should either be the same and of the same purity as that of the sample or of a refractory metal such as tungsten or molybdenum that can be cleaned at a high temperature before being used as a support. For measurement of temperatures up to ~850 °C it is necessary to use a thermocouple either spot-welded very carefully to one edge of the sample or, if that is unacceptable, attached to a support as close to the sample as possible. Noble metal thermocouples, e.g. Pt-Pt/10% Rh, must always be preferred to the more common NiCr-NiAl thermocouples since the risk of contamination from the latter is much greater. For temperatures above 850 °C an optical pyrometer should be used, since at high temperatures there is an increased likelihood of reaction of the sample with thermocouple material; of course, it should be remembered that pyrometer readings are always subject to correction due to sample emissivity and to absorption in the glass window through which the sample is observed. With some mounting arrangements it may be possible to measure the sample temperature by using the temperature dependence of the resistance of wires supporting the sample.

2.3.2 Sample insertion

When a sample has had to be mounted individually on a manipulator, as discussed above, then clearly its insertion into the spectrometer involves bringing part of the spectrometer, usually the analysis chamber, to atmospheric pressure and bolting the manipulator directly to the chamber. This is of course a time-consuming procedure, since the chamber then has to be re-evacuated and the whole spectrometer baked in order to return to UHV. However, if the sample is one that is to be studied for a long period, then the time spent in regaining UHV is short in proportion. Until a few years ago this procedure was universal since no specimen transfer systems were available, which meant that for routine analyses at UHV sample turn-around was very
slow. Some improvement could be achieved in routine analysis by multiple-sample mounting, e.g. on a carousel which could be rotated via the rotary drive on the manipulator, but in general there was little flexibility in sample queueing for analysis.

One of the principal directions in which the sample turn-around has been greatly improved in recent years has been that of the method of inserting and transferring samples from ambient to UHV. This method at present takes two different forms, depending on the individual manufacturer's philosophy. In one form the carrier holding the sample is placed at the end of a long shaft, or probe, with a very highly polished cylindrical surface. The shaft slides, entirely grease-free, in a series of close-fitting sealing rings of either Viton or Teflon*, depending on the manufacturer, from ambient through a fore-chamber into the UHV chamber. The fore-chamber is pumped to at least $10^{-6}$ torr before the gate valve to UHV opens. Once inside the UHV chamber, the shaft is moved forward in a controlled manner until the carrier docks with, and locks into, an empty position on the sample carousel, when the shaft can be retracted. Removal of a sample simply involves the reverse procedure.

The advantages of the shaft method of sample insertion are that it is fast, that it can be made semi-automatic and that only one transfer operation is necessary. The disadvantage is that part of the shaft surface intruding into the UHV chamber has arrived there directly from the outside ambient atmosphere without any intervening bake-out or outgassing apart from initial pump-down in the fore-chamber. This, of course, is always true of the sample itself, and of its carrier, but their total surface area is much less than that of the exposed shaft surface, and in any case the carriers are subject to bake-out at some stage in their use. It is usual, then, during sample insertion by shaft for the pressure in the UHV chamber not only to rise out of the UHV region but to take some time to drop below $10^{-9}$ torr again; in fact, after a series of sample insertions and removals in quick succession, it may be impossible to regain $10^{-9}$ torr without bake-out. This method, then, is suited to those applications which require routine analysis of relatively inert surfaces and in which the maintenance of pressures in the analysis chamber near $10^{-10}$ torr at all times is sacrificed to the speed of sample turn-around.

The other form of specimen insertion could be termed the successively transfer method. In it, the carrier with the sample is placed on a holder in a small fore-chamber that is then evacuated from atmospheric pressure to $\sim 5 \times 10^{-3}$ torr with a trapped rotary pump. A gate valve between the fore-chamber and a second, or preparation, chamber is opened and the carrier is moved into the second chamber on a trolley enclosed entirely within the vacuum. After lifting the carrier onto another trolley in the preparation chamber, by manual operation via a bellows-sealed fork, the first trolley is returned to the fore-chamber

*Registered trade name.
and the gate valve is closed. Since the preparation chamber has a much greater volume than that of the fore-chamber and is pumped by a large diffusion pump, its pressure returns quickly to \( \sim 10^{-9} \) torr. A second gate valve between the preparation chamber and the analysis chamber is then opened, the carrier moved through into the analysis chamber on the second trolley and transferred to the manipulator, again by manual operation. Once the transfer is complete, the trolley is retracted and the second gate valve closed. Since the pressure in the preparation chamber during transfer is \(<10^{-9} \) torr, the UHV in the analysis chamber is hardly disturbed.

Clearly the above method is slower than the shaft insertion method, there is a not insignificant risk of dropping a carrier during transfer and it is difficult to see how it could be automated in any way. The overriding advantage from the experimental point of view is that the pressure in the analysis chamber always remains near the \( 10^{-10} \) torr achieved by bake-out, etc. If the sample itself were found to be a source of gas for any reason, it could be parked in the preparation chamber either until the outgassing had stopped or until it had been decided that it was unsuitable for analysis.

Not infrequently it is necessary to study samples that should not be exposed to atmospheric ambient at any stage, perhaps because the material of the sample itself would react too vigorously with the atmospheric constituent gases, or because there might be surface films of interest on the sample that would be destroyed or altered by reaction with the ambient, or even that the sample carries some chemical or radioactive contamination that should not be allowed to be dispersed. Various methods have been devised to minimize the exposure to the ambient during insertion of a sample into a spectrometer. The simplest consists merely of a large plastic bag surrounding either the insertion shaft or the entrance to the fore-chamber, as the case may be, in which is maintained a positive pressure of an inert gas such as argon. Sample mounting then takes place inside the bag by placing gloved hands through holes small enough to prevent back-streaming of atmospheric gases. A more elaborate, and more effective, version of this method is a glove box built to fit the end of the spectrometer into which insertion takes place, with proper sealed ports and sealed gloves. Again a positive pressure is maintained inside the box. Such a device has the advantages that many sensitive samples can be stored in it for future reference and that visibility of manipulation is very good.

More elaborate still for the protection of sensitive samples in transit to the spectrometer are the purpose-built transfer flasks, designed to pass through the standard port on a glove box and with integral flap valves. An example is shown in Figure 2.3. Inside the glove box, in an inert gas atmosphere, the valve is opened, the sample inserted and the valve closed again. The flask can then be removed, with the sample still surrounded by the inert gas, taken to the spectrometer and sealed to the fore-chamber. With the fore-chamber also filled with inert gas, the valve is opened and the flask and chamber pumped
Figure 2.3 Specimen transfer flask for insertion of sensitive specimens into a spectrometer. The flask will pass through a standard port on a glove box and is designed to be attached to the entry port on ESCALAB. After the specimen has been loaded in an inert atmosphere, the valve is shut and the flask taken to the port, to which it is attached. The fore-chamber is then back-filled with inert gas, the valve opened and the chamber and flask evacuated together. Once a suitable vacuum has been achieved, the specimen is transported into the next chamber in the usual way. (Reproduced by permission of Vacuum Generators Scientific Ltd, East Grinstead)

out together to the normal vacuum required for sample insertion. After that, sample transfer follows the same procedure already described, using the transfer trolley in the flask rather than the one in the fore-chamber.

2.3.3 Sample treatment in vacuo

Treatments given to a sample after arrival in the spectrometer fall into three main categories, viz. preparation of a clean surface, depth profiling and surface reactions. Included in the latter are those treatments that consist of heating alone in order to produce surface segregation of impurities or to melt the sample if liquid metals are being studied.

2.3.3.1 Preparation of a clean surface

In the context of this volume, 'clean' is defined as the state of a surface in which the techniques of XPS and AES cannot detect characteristic spectral
features from any elements, except those constituting the bulk composition of the sample, above their limits of detection. Obviously if a surface analytical technique of greater sensitivity were to be applied to a surface judged clean by this definition, impurity elements would probably be detected. As always, cleanliness is a relative concept.

At first sight, the simplest cleaning technique is heat treatment. Several elemental materials, including silicon and the refractory metals, can be rendered clean according to the above definition by heating them to sufficiently high temperatures, generally a few hundred degrees Celsius below their melting points. That is, their surfaces will be clean while held at the high temperature. The problem is to maintain their cleanliness on cooling to room temperature, since as they cool their temperatures will pass through ranges in which impurities segregate quickly to the surface. The same problem arises with multielemental materials such as alloys and compounds whose temperatures cannot be raised sufficiently to achieve a clean surface while hot, but which have to undergo heat treatment as part of an experiment; in certain temperature ranges impurities present in the bulk at a low level can accumulate at the surface. The most common segregants are sulphur, oxygen and carbon, although in special cases other impurity elements such as nitrogen and phosphorus may appear in considerable amounts.

Heating a sample will thus hardly ever be effective by itself in producing a clean surface at room temperature. Another technique is needed to remove impurities physically from a surface, either those which have segregated as a result of heating or those present on the surface originally; by far the most commonly used is that of ion bombardment. In principle it is very simple. A beam of positive noble gas ions of energies between 500 eV and 5 keV, typically, is directed at the surface. As a result of the exchange of energy in the surface and subsurface regions, some atoms or clusters of atoms at the surface are given enough kinetic energy to leave the surface and be lost from it. In other words, the surface is eroded. The gas normally used is argon, chosen as a compromise between efficiency of removal of material which increases with atomic weight, and vapour pressure at the temperature of liquid nitrogen traps, if in use; the heavier noble gases tend to condense at low temperatures and be difficult to pump away. The process of erosion of the surface is called sputtering and the source of ions is called an ion gun. Argon can be supplied to an ion gun in two ways: either by back-filling the system so that the pressure everywhere is that required to operate the gun or by passing the gas directly into the region of ion production so that only in that region is there a high pressure. The former method is a static one, in that it is used on ion pumped systems in which the ion pump must be valved off since it must not be allowed to pump argon continuously. The latter method is dynamic, since the exit apertures in the ion gun are sufficiently small for differential pumping to take place across them, allowing the pressure in the analysis
chamber to be maintained at a low level by either diffusion or turbomolecular pumps. Sample cleaning is much more likely to be successful in a dynamically pumped ion gun, where impurities released by erosion are swept away, than in a static system where recontamination can occur. Description of the various types of ion gun in use and their modes of operation will be found in Section 2.4.3.

As remarked above, the technique of cleaning by ion bombardment is in principle simple. In practice it can be straightforward, too, for there are many published examples where surfaces have been cleaned by ion bombardment alone. In the majority of cases, however, it is found that although ion bombardment will remove the bulk of a layer of contamination, there is always left behind a small amount, of the order of a few atom per cent. of contaminant atoms. Carbon and oxygen are generally the most difficult to remove completely. In many applications and analyses the residual low level of contaminant may be acceptable, if all that was expected of the bombardment was the removal of sufficient masking contamination to be able to carry out an analysis of the sample. In other applications it will be essential to produce a clean surface, as defined above, in which case the most common procedure is to use a combination of techniques, viz. alternate cycles of heating and of ion bombardment.

If the sample is thin, e.g. in the form of foil, and already reasonably pure, it should be possible, by appropriate choice of temperature and ion dose in the above procedure, to denude the sample completely of those impurities that segregate to the surface on heating. Once the sample is in that condition, it is then easy to renew the cleanliness of its surface when desired by a single cycle of bombardment and/or heating, since no further contamination of bulk origin will appear. For thick samples, it is clearly impractical to attempt to remove all segregating impurities from the entire sample, but in many cases careful adjustment of temperature and ion dose can again achieve a situation in which the surface region, extending to perhaps 1–2 μm, is denuded of impurities. Such a situation is obviously not stable under any subsequent heat treatment to temperatures near that used in the cleaning, but if there is to be no heat treatment, or only to a much lower temperature, then it represents a useful compromise.

Although ion bombardment is used so universally for surface cleaning, either by itself or in combination with heating, the potential user should be aware of the artefacts that can be introduced by it. These take the form of either or both chemical or topographical changes induced in the surface. Chemical changes here mean the alterations in the elemental composition or chemical state, or both together, of the major constituents that can occur at the surfaces of alloys and compounds during ion bombardment. Topographical changes are usually in the direction of increased surface roughness, or, occasionally, of statistically induced surface roughness. These effects are dis-
discussed in detail in Chapter 4, but it is useful to consider them briefly here in the context of surface cleaning.

Since the sputtering yields, i.e. the number of atoms sputtered per incident argon ion, vary substantially across the Periodic Table, as shown in Figure 2.4 from Seah, it follows that in a material containing two or more elements the likelihood is that at least one of the elements will be removed preferentially due to its higher sputtering yield. Surface analysis after ion bombardment would therefore reveal a depletion in that element compared to the bulk or stoichiometric composition. Depletion would continue with further bombardment until an equilibrium situation was reached in which the relative atom populations of elements at the surface was balanced by the relative sputtering yields. This effect has been observed frequently in alloy systems in which there is a significant disparity in sputtering yields between the constituents. If there are no matrix effects, and if the individual elemental sput-

Figure 2.4 Predicted values of the sputtering yields of argon ions of energies 500 and 1000 eV across the Periodic Table. The yields of several elements with particularly high sputtering yields are not shown, for the sake of clarity, but may be found in the original paper by Seah.
tering yield are known, then it is possible to work back to a surface composition in the absence of sputtering; this will be discussed further in Chapter 5.

The other chemical changes induced by the bombardment itself can be equally serious. They include reduction of compounds and persistence of elements due to 'knock-on'. In the former the more volatile elements such as oxygen in oxides, sulphur in sulphides, etc., are lost preferentially during bombardment even though their elemental sputtering yields may be similar to, or even lower than, those of the other constituents. Such loss is inevitably accompanied by a reduction in the oxidation state of, say, a metal in a metal oxide. In the effect of 'knock-on', as its name suggests, some elements, particularly light ones, can be driven further into the material by direct impact from a primary ion or by indirect impact via an energy cascade. The persistence of carbon in certain materials during prolonged bombardment, for example, is generally attributed to this effect. It has not proved possible so far to take account in any systematic way of the artefacts of reduction and of 'knock-on' when attempting quantification in their presence.

The roughness of a surface can be increased by ion bombardment in several ways. If the ions are directed at the sample surface from one direction only, i.e. from a single source, which is still the most common mode of operation, then in general any asperities will tend to be accentuated since sputtering efficiency is greater at higher incident angles. Eventually an equilibrium configuration will be reached in which the atom population in each different topographical position will be balanced by the sputtering yield in that position. A more serious situation can arise if there are impurity inclusions in the material whose sputtering yield is much less than that of the surrounding matrix, in which case the inclusion 'shadows' the material behind it from the incident ions and a conical pillar forms of progressively increasing height. Both these effects can be minimized, if not eliminated, by the use of two or more ion sources simultaneously from different directions, and an even better arrangement is to rotate the sample continuously during bombardment so that all angular effects are completely smoothed out. Unfortunately very few systems make provision for either of these arrangements.

Ion bombardment, then, although certainly effective in cleaning a surface, especially in conjunction with heating, brings in its train some highly undesirable side-effects, of which some are accountable but others as yet are not. Nevertheless, the technique is so widely used that it is clearly here to stay, and thus it is necessary to keep watch continually for intrusion of artefacts during the cleaning of any one sample.

In special cases other methods of producing clean surfaces are applicable. For example, soft metals such as lead, indium and tin have been cleaned successfully by scraping their surfaces in vacuum with a tool, such as the edge of a razor blade, mounted on the end of a rod passing through a flexible
bellows. Cleaning in this case obviously corresponds to the creation of a new
surface by mechanical removal of the original surface and its associated con-
tamination. Another specialized method is that of fracture in vacuum. Some
materials such as alkali halides, silicon, germanium, etc., will cleave easily
along well-defined cleavage planes, so that all that is required to produce a
clean surface with a composition close to that of the bulk is some mechanical
ingenuity in the method of holding the material, cleaving it and offering it to
the energy analyser for analysis. In other materials such as polycrystalline
metals and alloys, which are too ductile at room temperature to cleave, frac-
ture may still be possible by lowering the temperature to the point at which
they become brittle. The fracture path may then either pass through the
individual grains (transgranular) or follow the grain boundaries (intergranu-
lar); in either case a surface free from contaminants is produced. although
the intergranular surface may contain certain impurities segregated from
the bulk, as described in Chapter 7. An example of a fracture stage is
illustrated in Figure 2.5. All such stages possess the facility of cooling the
sample to be fractured to temperatures near that of liquid nitrogen.

Methods of preparing atomically clean surfaces on bulk samples have
recently been collected in a useful review by Musket et al. The most widely
used method of producing a clean surface without having to resort to ion
bombardment or heating of the sample is that of deposition of pure material
onto a substrate in ultra-high vacuum by evaporation either from a heated
filament or crucible or by electron bombardment. It is possible in principle to
deposit any solid element as a thin film in this way, as well as many compo-
ounds, but in practice the requirement of a pure and atomically clean surface
imposes stringencies that prevent the use of some elements. The two overrid-
ing criteria are (a) that the evaporated film should be of the same composition
as the starting material and (b) that there should be no release of gas during
evaporation. Difficulties in complying with the first of these arise if the materi-
al to be evaporated has to be supported in any way during evaporation, since
then there is always the possibility of reaction by alloying, or if the starting
material is itself multicomponent, since it is then possible for differential
evaporation rates to produce a deposit of different composition. The second
criterion can usually be obeyed by careful attention to evaporation procedure,
i.e. a thorough outgassing of the sample and its support before the film to be
used is actually deposited.

The most straightforward evaporators are those made from the sample
material without any support; they usually consist of a tightly wound coil of
wire of the material through which a current is passed to raise the tempera-
ture by ohmic heating to the point at which the material sublimes freely.
Obviously the properties of the material must be such that the coil does not
sag at the temperature of sublimation, and for this reason the method is
limited to a few of the more refractory metals. The advantages are that there
Figure 2.5 Impact fracture stage for fracture of brittle samples in vacuo. The rotating turret has holes for five specimens, which are clamped in place by grub screws. Rotation is achieved with a vertical push rod. To fracture a sample, the hammer is wound up against a powerful spring until at a predetermined point a release mechanism allows it to fly back and hit the free end of the sample. The broken piece then falls down a chute into a catcher with which it may be positioned for analysis. The sample may be cooled before fracture by passing liquid nitrogen into a tank on which the turret rotates. (After Coad et al.\textsuperscript{10})

is no possibility of reaction with any support material and that the evaporator can be completely outgassed; the disadvantages are that the rate of deposition is slow and that the surroundings tend to become very hot unless proper radiation shielding is included.
Almost as straightforward are those evaporators that consist of a coiled filament supporting a sample material that wets but does not alloy with the filament material. Here the filament is invariably of ductile (i.e. annealed) tungsten or molybdenum. Metals that can be evaporated easily from such filaments include copper, silver and gold, typically, but others such as barium and magnesium are also possible. When using the noble metals it is desirable to pre-melt the sample onto the filament loops either in an auxiliary vacuum system or in a hydrogen stream, since the filament itself can then first be outgassed at a temperature much higher than that of subsequent evaporation. If that procedure is followed outgassing of the evaporator prior to evaporation merely involves re-melting the sample once or twice, following which evaporation can take place without any measurable rise in pressure. For more volatile non-alloying sample materials it may be difficult to outgas the evaporator to the same extent; the bare filament can always be pre-outgassed as above, but if attempts are made to melt the sample most of it may be lost prematurely. Instead it may be necessary to heat for long periods to temperatures at which the vapour pressure is still low. Some metals, such as cadmium, zinc, selenium, tellurium, the alkali metals and mercury, have vapour pressures at room or bake-out temperatures that are too high in any case to allow their presence in the bulk elemental form in an ultra-high vacuum system.

The majority of metals that one would like to be able to evaporate in order to produce a clean surface have the unfortunate property of alloying more or less rapidly with the filament material at the evaporation temperature. Included are all the transition metals, aluminium, the rare earths, platinum, zirconium, uranium and thorium, and some other less used metals. Clearly, if the sample alloys with the filament, with the formation of a liquid phase below the melting point of the filament material, not only will premature failure of the filament occur by breaking but if the vapour pressure of the alloy is also appreciable then the deposited film will be impure. In this situation it is necessary to design the filament-cum-sample configuration so that the possibility of disastrous alloying is minimized; what this means in practice is that the sample must be so distributed along the filament that at all points the local volume ratio of sample to filament materials is low—less then 1:5. If the evaporator can be arranged in that way, then it is possible to evaporate much of the sample in pure form before alloying causes breakage or contamination of the film. There are various ways that have been used to reduce the local material ratio, and ingenuity might well suggest others. One obvious one is to electroplate, or perhaps even ion plate, the sample material onto the filament as a uniform coating. The coating thickness, and therefore the local material ratio, can be controlled accurately. The disadvantage is the possibility of trapping impurities such as water in the plating, which might either be difficult to remove subsequently or cause poor adhesion to the filament. Another popular way of distributing the sample along the filament is to use
the coiled coil. In this arrangement the sample is in the form of a fine wire with a diameter much smaller than that of the filament material; before the filament itself is wound, the sample is wound around the filament wire in a spiral whose pitch maintains the desired low local material ratio. Yet another way is to form the filament itself from several strands of fine wire, so that when the sample material, normally hung on the filament in small loops, is melted, it runs into the interstices of the strands by capillary action and distributes itself fairly uniformly. To be avoided is the method of hanging loops of sample material on single filamentary wire; on melting, blobs are formed in the filament turns, with consequent rapid alloying and failure.

In all the methods just described for the evaporation of metals that alloy with the filament (which is almost invariably of tungsten) the outgassing of the evaporator before the film is finally deposited presents some problems. Since the temperature of useful evaporation is also likely to be that at which some alloying with the filament may occur, clearly the prior outgassing must take place at a lower temperature, with the consequence that prolonged periods of heating are necessary. This is usually a matter of trial and error, for it is difficult to predict in any one case just what procedure will be successful; the published literature should be consulted for some guide to the most likely method.

Some metals present particular difficulties either because they will not wet the refractory metals used for filaments or because they are sufficiently volatile for evaporation only at temperatures much higher than their melting points. Amongst these are gallium, indium, lead, silicon, thallium, calcium, lithium, arsenic, antimony and bismuth. Because of the impossibility of evaporation from filaments, they are generally evaporated from crucibles of either alumina, beryllia, boron nitride or carbon, as appropriate, heated indirectly by a surrounding element of refractory metal. Such evaporators can rarely be outgassed sufficiently thoroughly for use in UHV, even after very prolonged heating, and indeed preparation of clean surfaces of the above metals by the evaporation method is hardly ever attempted.

The other popular method of evaporation is by electron bombardment, and this can often be successful for materials that are too difficult for one reason or another for filament evaporation. Electrons are focused from a hot filament onto the material to be evaporated, heating it to a temperature that can be controlled by the power input. Normally the electron emitter is near earth potential and the material at a high positive potential, but in some configurations the polarities may be reversed. According to the focusing conditions and the power dissipated, all or only part of the material may be heated to the temperature of evaporation. Commercially available electron bombardment evaporators have water-cooled hearths on which the sample material is placed, which avoids the problems described above of alloying with the support material. On the other hand, such evaporators cannot be regarded as
UHV-compatible since they are not usually bakeable and cannot be outgassed properly before use. Electron bombardment evaporation has been used successfully in UHV, however, by the so-called pendant drop method, in which bombardment of the end of a wire or rod of the sample melts part of it, whereupon surface tension forces pull the molten volume into a blob that hangs from the end and acts as the evaporation source. Outgassing can be carried out by de-focusing the electron beam to heat the sample along its length without melting it.

Whatever the method of evaporation used, it is always necessary either to remove the substrate from the line of sight of the evaporator or to swing a mask in front of it, during the preliminary outgassing period, to avoid the deposition of contaminated or impure material. This is particularly vital when a significant proportion of the sample is likely to be lost by premature evaporation during the outgassing procedure.

2.3.3.2 Depth profiling

Ion bombardment has already been mentioned as a potential method of producing a clean surface on a sample; some of its pitfalls have also been mentioned. It is also used very extensively indeed, in conjunction with surface analysis, as a method of obtaining compositional information as a function of depth below the surface. When used with a technique in which data acquisition is slow (at the moment), such as XPS, the information is built up step-wise, i.e. by alternate cycles of bombardment and of analysis. When used with AES, however, which is a relatively fast technique, and if the partial pressure of argon (or whichever noble gas is being used) in the region of the energy analyser is less than $10^{-5}$ torr, then bombardment and analysis can be carried out simultaneously and a more continuous compositional profile is obtained. The technique is called depth profiling. All the artefacts that may be introduced by cleaning the surface by ion bombardment are of course present and are equally important during continued bombardment to produce a depth profile; indeed their effect may well increase with depth. With such widespread use of depth profiling, a great deal of attention has been and is being paid to all these effects and their influence on the composition, and in fact depth profiling is almost a subject in itself. For that reason it will not be discussed further here, since a full discussion is given in Chapter 4.

2.3.3.3 Surface reactions

Apart from the requirements of some experiments concerned solely with the physical properties of surfaces, the usual reason for wishing to prepare a surface in an atomically clean state (within the limits of detection) is to establish a reproducible, well-characterized, starting point for the study of the
reactivity of that surface. The reactivity may be towards gases and vapours, either singly or together, towards liquids, towards other solids, or towards impurity or other atoms diffusing to the surface from the bulk. Since gases are in general easy to handle in a vacuum system, it will come as no surprise that by far the greatest number of surface reactions studied have been those between gases and solids.\textsuperscript{13} This is not the place to discuss the reactions themselves—only the means to bring them about.

On all commercially available spectrometers a gas admission and control system can be installed as an optional extra. Usually it is separate from the argon feed to the ion bombardment guns. A gas admission system must have the following features:

(a) A series of containers of spectroscopically pure gases, as many as the number of different gases needed for the experiment. These containers consist in some cases of glass flasks filled to atmospheric pressure, in others of metal cans filled to a few atmospheres pressure. In both cases the gas can be released by breaking a seal after the container is attached to the system. Figure 2.6 shows examples of each type.

(b) Fixing points, or stations, for the gas containers, each consisting of a flange and an associated control valve. For glass containers the mating flange carries a glass-to-metal seal ending in a length of glass tubing, to which the tube on top of the container is fused when the container is connected to the station. Pressurized metal can containers normally carry their own valves as an integral part of the seal puncturing mechanism, but because of the high pressures involved it is essential not to do away with the second valve at the fixing point, since additional control will be necessary. Again Figure 2.6 shows the arrangement in each case.

(c) A manifold to which all the stations are connected, which has a volume large enough to allow sensible mixing of one or more of the gases if the experiment requires a gas mixture, but not so large that the gases are used wastefully. Its volume may also be governed by the total pressure of the gas or gases required for the experiment in the reaction chamber, and

Figure 2.6  (a) An arrangement for the mixing and admission of pure gases to a spectrometer in a controlled way, using pressurized metal can containers. When the valve on a can is first screwed onto it, a hollow plunger breaks a seal, thereby releasing the gas. However, since the pressure in the cans is about eight atmospheres it is essential to have additional valves between the can and the system as a precautionary measure and for proper control. (By courtesy of Messer Griesheim Ltd) (b) A typical gas-handling arrangement using glass bottles containing one litre of spec-pure gas at one atmosphere pressure. The gas is released by lifting the soft iron slug with a magnet and dropping it onto the breakable tip. Care has to be taken in the process that powdered glass does not get carried into the seats of any valves, and it is usual to place a wad of clean glass wool in the neck of the bottle to prevent this happening
the volume of that chamber. Generally speaking, however, since the gas can be stored in the manifold at a relatively high pressure, e.g. several torr if necessary, and since the pressures used in experiments are rarely greater than $10^{-4}$ torr, the manifold volume can be kept small. Obviously the pressure in the manifold must be measurable and over quite a large range, from UHV to the torr region, which implies that provision must be made to accommodate two gauges with overlapping ranges.

(d) A high quality leak valve for the admission of gas from the manifold to the reaction chamber. The valve should be one whose design and precision in construction are such that the rate of admission of gas can be controlled finely and smoothly and that the setting for any particular chosen gas flow is reproducible. An example of the construction of such a valve is given in Figure 2.7. Needless to say, the valve should also be capable of shutting completely against a high pressure on the manifold side.

To avoid contamination of the gas or gases admitted to it, the manifold and all the connecting pipework must be fabricated to the same UHV standards as the rest of the spectrometer, so that it can also be subject to the same bake-out procedure. On the other hand, the glass or metal gas containers clearly cannot be baked, which means that between the manifold and the containers

---

Figure 2.7  Leak valve for fine control of gas flow. The main construction of the valve is shown in the larger diagram and details of the seating mechanism in the smaller one. The valve seat consists of an optically flat sapphire disc pressing against a metal ring. The mechanical advantage of the drive mechanism is many thousand to one, so very fine control of the movement of the sapphire is possible. Provided the valve is not closed too tightly the setting for any particular flow rate is reproducible. (By courtesy of Varian Associates Ltd)
there is a region of temperature gradient during bake-out. Since the containers are positioned outside the bake-out zone, this region is accessible, and it is good practice to warm it carefully and judiciously with a hand-held heat gun once the bake-out temperature has been reached in the rest of the spectrometer in order to drive off any condensable impurities.

Even though a single gas stored in a manifold may be considered pure, or a gas mixture prepared in the manifold may have an accurately known composition, there is no guarantee that on admission to the reaction chamber the purity or the composition will remain unchanged. Exchange can take place with other gases adsorbed on the walls and other parts of the chamber, and hot filaments can cause dissociation followed by recombination to form different molecules. If the experiment is a dynamic one, i.e. with the reaction chamber open to the pumps so that the gases are flowing over the surface, there is always the risk of other reactions taking place in the pumps themselves. This is not particularly likely with diffusion or turbomolecularly pumped systems, but has certainly been observed in the presence of ion and sublimation pumps. It is therefore very advisable to have on the reaction chamber a means of checking the actual, as against the supposed, composition of the gas being admitted to the clean surface, and this check is normally performed by a small quadrupole mass spectrometer. Since such a device is also invaluable for diagnostic purposes, i.e. during a fault condition, and for leak testing, it can hardly be regarded as a luxury but as a necessity.

Reactions of clean surfaces with liquids have hardly ever been attempted in UHV; the problems associated with transferring a liquid to a surface in a controlled way in UHV seem too complex to be worth the effort. In recent years the study of solid–solid reactions, on the other hand, has been increasing steadily, stimulated by some of the requirements of the microelectronics industry for the production of surface layers with certain electronic properties. These experiments are in general quite straightforward, and consist of the deposition by evaporation of known quantities of one solid, usually a metal, onto the surface of another solid, sometimes a metal but more often a semi-conductor. The need for a completely hygienic deposition in terms of purity and contamination, as discussed earlier, is particularly stringent here since very small amounts of unwanted elements, either in the deposited film or at the film/surface interface, can cause large changes in the electronic properties of the layer. Reaction in some cases (e.g. palladium on silicon) occurs spontaneously at room temperature; in other cases it is necessary to programme the temperature of the substrate during the experiment either to encourage reaction to take place during deposition or to prevent it doing so until deposition is complete. Thus the basic surface preparation requirements for the majority of solid–solid reaction studies are a properly designed evaporator and a heating/cooling stage.

For the study of the adsorption at external surfaces of impurities segregat-
ing from the bulk the only basic surface preparation requirement is a heating stage capable of taking the material to the desired temperatures. If, however, it is the segregation to internal grain boundary surfaces that is to be studied, then the surfaces are prepared by fracture in UHV in one of the fracture stages already described and illustrated in Figure 2.5. In this case all heat treatments of the sample are carried out before insertion into UHV, although it will be necessary in most cases to cool the sample before fracture to increase the tendency to brittle fracture.

2.3.4 Sample positioning

There are several reasons why it is necessary to be able to manipulate the position of a sample in a finely controlled manner once it has been inserted into the spectrometer and brought into the proximity of the energy analyser.

Firstly, the shapes and sizes of samples can differ widely, so that the optimum position in terms of sensitivity and energy resolution for the surface analysis of one sample will not necessarily be optimum for the next. Secondly, it may be required during analysis to move the sample laterally in a reproducible way to allow different areas of it to be analysed; this of course applies more to XPS than AES since in the latter the electron beam can be deflected for the analysis of different areas and in any case the average area of analysis in AES is much smaller than in XPS. Thirdly, it is often desirable to be able to rotate the sample about an axis through its surface, again in a reproducible way, either to alter the angle of incidence of primary ions during ion bombardment or to alter the angle of take-off of electrons accepted by the analyser, for the purposes of profiling by variation of escape depth (see Chapters 3 and 4). Fourthly, if techniques other than electron spectroscopy are also available on the spectrometer, e.g. static SIMS that uses mass spectrometry rather than energy detection, it may be necessary for geometric reasons to have to move the sample into a position for analysis different from that for XPS and AES. Fifthly, as the reliability and degree of mechanical automation of surface analytical techniques improve, there will be increasing pressure from users for automatic sample change, which again involves accurate movement and positioning.

Accurate sample positioning is not an especially new requirement, or even one that is specific to XPS and AES. It has always, for example, been needed by LEED (low energy electron diffraction) from the earliest days of the study of surfaces, and many of the same reasons why it is needed by XPS and AES apply equally well to a whole range of other techniques. The considerations listed above suggest that at a minimum four degrees of freedom in movement should be available, viz. X, Y and Z linear motions and an axial rotational motion. For automatic sample change or for assuming analysis positions other than that for XPS and AES it would clearly be desirable, if not necessary, to
have azimuthal rotation as well in which the samples would be mounted on a carousel. The positioning movements actually provided by manufacturers in their standard production equipment for surface analysis vary somewhat and are dependent on their philosophy in respect of sample insertion. Where a sample carousel is used to accept a sample on its carrier from the end of a sliding shaft, the sheer bulk of the carousel makes the facility for axial rotation very difficult to incorporate in the positioning degrees of freedom, making any variation of the ion incidence angle or of the electron take-off angle impossible. On the other hand, of course, azimuthal rotation of the carousel lends itself to automatic sample changing and to making any one sample available for analysis by a different technique. Where a sample is inserted by the successive transfer method, it is of course placed finally on the end of the shaft of a sample manipulator, where it can be translated along any of the three orthogonal directions and also be axially rotated. If the manipulator is fitted with a double rotation attachment, usually an optional extra, then azimuthal rotation of rather limited radius can be added to the movements, but the mechanism is not sufficiently precise to be usable in automatic sample changing.

Figure 2.8  Diagram of high precision manipulator for reproducible positioning of specimens in a spectrometer. Movements available are shifts along the $x$, $y$ and $z$ axes, rotation about the central axis and about an axis at right angles to it (azimuthal rotation), and tilt. Electrical and other feedthroughs can be taken into the vacuum via a series of mini ports set into the main flange, and the whole device is bakeable to 250 °C. (Reproduced by permission of Vacuum Generators Ltd, Hastings)
For experiments of a basic nature, in which the sample is not inserted by either of the two methods already described but is mounted individually, all manufacturers will provide sample manipulators with precise, reproducible movements. An example of one of these is shown in Figure 2.8. The translational movements are taken up in a highly flexible all-welded bellows, whose length can be increased considerably if required to provide for additional Z translation over the 50 mm or so of the standard device. Axial rotation is derived from an offset knuckle joint that also operates through a flexible bellows. If azimuthal rotation is needed, then an additional mechanism is included that drives a cable or rod inside the hollow shaft on a push/pull basis, the cable being attached to a pulley that rotates the sample mount. Earlier versions of such universal manipulators had to be partially dismantled for bake-out, but all current models are of such construction that no dismantling is needed and their precision of movement and reproducibility is unaffected by repeated bake-out up to 250 °C. With most of them it is possible to obtain a variety of attachments for heating, cooling, azimuthal rotation, offset axial rotation, or almost any combination of these, so that their flexibility of application is considerable.

2.4 Sources

2.4.1 X-ray sources

Devices for the production of high fluxes of X-ray photons of characteristic energies were in use long before the advent of XPS, principally in X-ray diffraction (XRD) instruments. For XRD, however, the characteristic energies are normally required to be high, typically many scores of kiloelectron-volts whereas reference to the description of the basics of XPS in Chapter 3 shows that the surface-specific property of XPS depends on using soft X-rays of characteristic energies of only a few kiloelectronvolts. In addition, sources used in XRD operate traditionally by the bombardment of an anode at earth potential by electrons from a hot filament at a very high negative potential, so that any other surrounding surfaces also at ground potential would also be bombarded. Since in XPS the X-ray photons have to pass from the vacuum in the source to the vacuum in the analyser chamber through a thin window which acts as a barrier to electrons and to possible contamination, it is clear that if the traditional configuration were to be maintained the window would also receive electron bombardment. Thus in XPS sources the configuration is reversed in that the filament is near earth potential and the anode at a high positive potential. Figure 2.9 shows two commonly used configurations.

When one comes to consider the choice of material for the anode for an XPS source, it is necessary to consider first the matter of energy resolution.
Figure 2.9 (a) Soft X-ray source with single anode of either magnesium or aluminium, deposited as a thick film on the flat end of a water-cooled copper block. The anode is surrounded by a cylindrical focusing shield at the same potential as the filament. An outer can acts as a radiation shield and carries the thin aluminium window that must be interposed between the target and sample. (Reproduced by permission of Perkin-Elmer, Physical Electronics Division) (b) Soft X-ray source with dual anode, allowing use of either magnesium or aluminium Kα radiation by simple external switching without the need to break the vacuum in going from one to the other. The anode has a tapered end with two inclined faces on which films of magnesium and aluminium, respectively, are deposited. There are two semi-circular filaments, one for each face. The focusing arrangements are similar to those for the single anode of (a). (Reproduced from Barrie and Street by permission of The Institute of Physics)
The Einstein relation governing the interaction of a photon with a core level,

\[ E_{KE} = h\nu - E_B - e\phi \]  

(2.1)

where \( E_{KE} = \) kinetic energy of ejected photo-electron \\
\( h\nu = \) characteristic energy of incident X-ray photon \\
\( E_B = \) binding energy of core level electron \\
\( \phi = \) work function term,

shows that the line width of \( E_{KE} \) will depend, amongst other factors, on the line width of \( h\nu \). (Line width means here the full width at half-maximum height of the exciting X-ray lines or emitted photo-electron lines, as the case may be.) Since in XPS one is continually seeking chemical information by detailed analysis of individual elemental spectra, it follows that the most accurate information will be provided by working at the best instrumental energy resolution compatible with sensitivity, i.e. signal-to-noise, considerations. In practice, at the time of writing, this means using energy resolutions in the range 1.0–2.0 eV, mostly nearer the lower than the higher figure. Clearly, then, to avoid limitation of the achievable resolution by the line width of the X-ray source, it is necessary to use materials for the source anode whose line width is less than 1.0 eV. Table 2.1 lists X-ray line energies and line widths for various characteristic lines from some materials that would be suitable from other points of view, e.g. stability under prolonged electron bombardment. It can be seen that there are indeed very few materials whose

<table>
<thead>
<tr>
<th>Line</th>
<th>Energy, eV</th>
<th>Width, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y M(\zeta)</td>
<td>132.3</td>
<td>0.47</td>
</tr>
<tr>
<td>Zr M(\zeta)</td>
<td>151.4</td>
<td>0.77</td>
</tr>
<tr>
<td>Nb M(\zeta)</td>
<td>171.4</td>
<td>1.21</td>
</tr>
<tr>
<td>Mo M(\zeta)</td>
<td>192.3</td>
<td>1.53</td>
</tr>
<tr>
<td>Ti L(\alpha)</td>
<td>395.3</td>
<td>3.0</td>
</tr>
<tr>
<td>Cr L(\alpha)</td>
<td>572.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Ni L(\alpha)</td>
<td>851.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Cu L(\alpha)</td>
<td>929.7</td>
<td>3.8</td>
</tr>
<tr>
<td>Mg K(\alpha)</td>
<td>1253.6</td>
<td>0.7</td>
</tr>
<tr>
<td>Al K(\alpha)</td>
<td>1486.6</td>
<td>0.85</td>
</tr>
<tr>
<td>Si K(\alpha)</td>
<td>1739.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Y L(\alpha)</td>
<td>1922.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Zr L(\alpha)</td>
<td>2042.4</td>
<td>1.7</td>
</tr>
<tr>
<td>Ti K(\alpha)</td>
<td>4510.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Cr K(\alpha)</td>
<td>5417.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Cu K(\alpha)</td>
<td>8048.0</td>
<td>2.6</td>
</tr>
</tbody>
</table>
Characteristic X-ray lines have sufficiently small widths. The yttrium and zirconium $M\alpha$ lines are narrow and have been used successfully in special applications, but their energies are much too low for general application since the number of photo-electron lines that could be excited would be insufficient for unambiguous analysis. The only other lines that fit the requirements are the $K\alpha$ lines of magnesium, aluminium and silicon. Although silicon has also been used for special applications, it is not a metal, so that its heat transfer characteristics are poor and it is difficult to apply to an anode surface. Thus one is left with the magnesium and aluminium $K\alpha$ lines, and in fact it is these two that are used so universally in XPS.

Although the characteristic $K\alpha$ line energies of magnesium and aluminium are in the region of 1250–1500 eV, it is necessary to use exciting electron energies about an order of magnitude higher for efficient production of X-rays, according to the dependence of emitted flux on bombarding energy shown in Figure 2.10. In all commercial spectrometers the maximum available accelerating potential is 15 kV, which is adequate. It is also necessary, for purposes of optimizing sensitivity at a given energy resolution, to be able to use as high an electron bombarding current as the source will stand since the photon flux will be directly proportional to that current. Against this design requirement must be set the necessity of making the physical size of the source near the sample analysing position as small as possible since the source must be placed as near as possible to the sample. The flux irradiating the sample will of course vary as the inverse square of the distance of the anode from the sample surface. All these requirements have led designers inexorably to the types of configuration shown in Figure 2.9, in which the necessary compactness of the source means that the maximum power dissipation that can be achieved is 1 kW, provided that adequate water cooling can be provided. The necessity of forced water cooling to remove heat from the anode before it melts also implies that the anode block must be of high heat conductance, which in turn means fabrication of the block and the integral water tubes from copper. Thus the anode material itself, i.e. the emitting surface, is normally deposited on the copper block as a thick film, typically $\sim 10$ $\mu$m in thickness, representing a compromise between being thick enough to exclude copper $L\alpha$ radiation and thin enough to allow adequate heat transfer. In most source control units the bombarding current can be selected from a set of switched fixed values, e.g. 5 mA, 10 mA, 20 mA, etc., the precise values varying with the manufacturer. The accelerating voltage, on the other hand, can be chosen anywhere in the continuous range from 0–15 kV, although in general the source will be unstable below $\sim 2$ kV.

Most commercially available X-ray sources are of the type shown in Figure 2.9(b), in which there are two filaments for electron bombardment and two anode surfaces, one of magnesium and one of aluminium. It is thus possible by simple external switching to go from Mg $K\alpha$ to Al $K\alpha$ radiation in a few
seconds. There are two reasons why it is desirable to have the double-anode facility. One is that the two characteristic $K\alpha$ lines have different line widths, as can be seen by reference to Table 2.1, and although the Al $K\alpha$ line is of slightly greater general usefulness than that of magnesium, there are frequent occasions when the inherently better resolution obtained with the magnesium line is needed. The other reason is that in any X-ray-excited ejected electron spectrum both photo-electron and Auger peaks appear, and interferences can result. Since photo-electron energies are linked directly to the energy of the exciting photon, whereas Auger energies are fixed, a change in the X-ray line energy will resolve the interference. For special purposes, other combinations of anode material have been prepared, amongst which Mg/Zr and Al/Zr are popular, the Zr $L\alpha$ radiation being useful$^{21}$ when increased sensitivity for the detection of aluminium and silicon is needed.
As mentioned earlier, it is necessary to interpose a thin window between the anode and the sample to screen the latter from stray electrons, from heating effects and from any possible contamination originating in the source region. The material chosen for the window should obviously be reasonably transparent to the X-radiation being used, and for the Mg Ka and Al Ka lines it is both convenient and practicable to use aluminium foil about 2 μm thick. For that thickness the flux attenuation is about 24 per cent for Mg Ka and 15 per cent for Al Ka. When other exciting radiation is used care must be taken that the appropriate window material is substituted for the standard aluminium. For example, if the MZ radiation at 151.4 eV from a zirconium source were required, aluminium would be opaque and instead either beryllium or carbon windows would be suitable.

The description so far of X-ray sources for XPS refers for the most part to ‘natural’ or, more accurately, unmonochromatized radiation. It must be realized that the emission spectrum from any material is complex and consists of a broad continuous background (called Bremsstrahlung) on which are situated the more or less narrow characteristic lines. An example is shown in Figure 2.11 for aluminium. The Bremsstrahlung continuum is a function of the energy of the bombarding electrons, and after passing through the window will have a maximum between 20 and 40 per cent of that energy, according to the thickness of the window, so that it extends beyond the energy of the principal characteristic line and is therefore useful for exciting Auger transitions from atomic levels too deep to be ionized directly by the characteristic radiation. Complexities in the line spectrum arise from satellite emission associated with the principal lines and also from the multiplicity of lines as the Periodic Table is ascended, as discussed in Chapter 3.

2.4.1.1 X-ray monochromatisation

Removal of satellite interference, improvement of signal-to-background by eliminating the Bremsstrahlung continuum and selection of an individual line from the unresolved principal line doublet can be achieved by monochromatization of the emitted X-rays. There are several methods of doing this but they all depend on dispersion of X-ray energies by diffraction in a crystal, which is of course governed by the well-known Bragg relation:

\[ n \lambda = 2d \sin \theta \]

(2.2)

where

- \( n \) = diffraction order
- \( \lambda \) = wavelength of X-rays
- \( d \) = crystal spacing
- \( \theta \) = Bragg angle

For first-order diffraction of Al Ka X-rays, for which \( \lambda = 0.83 \) nm, it is found that quartz crystals are very suitable, since the crystal spacing of the
10\(\overline{1}0\) planes is 0.425 nm and the Bragg angle is thus 78.5°. Quartz has many advantages, since it can be obtained in perfect crystals of very large size which can easily be bent elastically or ground, and can be baked to high temperatures without damage or distortion.

The principle of the method of monochromatization used most extensively
in commercial instruments is that of fine focusing, shown in Figure 2.12. The quartz crystal is placed on the surface of a Rowland or focusing sphere, having been ground accurately to the shape of the sphere, i.e. in both directions of curvature. With the anode itself lying on the Rowland circle, irradiated with a sharply focused electron beam, the $K\alpha$ X-rays are dispersed by diffraction and re-focused at another point on the Rowland circle where the sample is placed. If the $K\alpha_1$ component of the principal $Al\ K\alpha$ line is required, then the included angle between incident and diffracted rays will be $23^\circ$. According to the diameter chosen for the Rowland circle the dispersion around the circumference will vary; for the popular 0.5 m monochromator the dispersion is 1.6 mm/eV and for the larger 1 m instrument, 3.2 mm/eV. To achieve, therefore, line widths substantially less than the natural widths of the $K\alpha$ radiation, e.g. $\sim0.4$ eV, involves focusing of the bombarding electron beam on the anode sufficiently finely that the width of the irradiated area on the sample in the dispersion plane is less than $\sim0.6$ mm, using the 0.5 m monochromator.

Since the function of a monochromator is to allow only a selected small portion of the total $K\alpha$ emission to fall on the sample, it follows that the photon flux available for the same power dissipation is considerably less than with the unmonochromatized sources. For an aluminium anode, for example,
the flux will be lower by a factor of about 40 when using a 1 m monochromator compared to that from a standard source. Thus count rates will be much reduced, but against that must be set increased detectability in terms of signal-to-background since the background has been substantially removed, the absence of satellites resulting in a ‘clean’ spectrum, and excellent resolution. Most manufacturers can provide monochromators as optional extras, but they are inevitably both bulky and expensive. Very recently one manufacturer has also described the monochromatisation of Ag Kα radiation.23

2.4.1.2 Synchrotron radiation

The soft X-ray sources discussed up to now have all been discrete line sources. Useful as these are, they have inherent limitations as far as XPS is concerned, the most obvious one being that of photo-ionization cross-section, since for any fixed line source the cross-section for one group of core levels may be near maximum, while for another group it may be near minimum. All that can be done to change the cross-sections in conventional equipment is to go to another fixed line source, which would not necessarily be of the right energy, and in any case the number of available line sources of any use has been seen to be very limited. Ideally one would like to have a continuously tunable source of high intensity at all the required energies. A close approximation to such a source exists in the form of synchrotron radiation.

It has been known for a long time that when a charged body is accelerated it emits radiation; the process is particularly efficient for an electron because of its very small mass. This effect is used in a synchrotron in which electrons are accelerated around an approximately circular torus (or ‘doughnut’) under the influence of pulsed magnetic fields. As they are accelerated around the curved path, the electrons emit light in a continuous spectrum whose intensity maximum is proportional to the radius of curvature and inversely proportional to the cube of the electron energy. Acceleration is taken to near-relativistic velocities, when the emitted radiation is concentrated in a very narrow cone tangential to the electron orbits, with an angular divergence of the order of 0.1 mrad (0.006°). It is therefore ideal for passing into a monochromator for energy selection. The general shape of the radiation spectrum of an electron moving in a curved orbit24 is shown in Figure 2.13. Typically λc, the critical wavelength at the intensity maximum, is of the order of 0.1 to 0.4 nm, and the maximum energy would be between 1 and 10 keV. However, Figure 2.13 shows that towards longer wavelengths, i.e. lower energies, the intensity falls off quite slowly, so that there is still plenty of usable intensity at a few tens of electronvolts.

Typically a synchrotron radiation source would have a radius of many metres and the electron beam would have an energy of several GeV and current up to 1 A, so it is not a device to be purchased ready-made from a
Figure 2.13 Shape of the radiation spectrum of an electron travelling in a curved orbit. The vertical scale of photon flux is a function only of the electron energy and current, while the horizontal scale is defined by $\lambda_c$, the so-called critical wavelength. If the maximum intensity is required to be at an energy near 1000 eV, then $\lambda_c$ should be 1 Å or less. To achieve that the orbiting electrons must be accelerated to several gigaelectronvolts, and the radius of the orbit should be of the order of a few metres. (After Farge and Duke)

manufacturer and installed in one's laboratory. They are so large that they can only be nationally owned and would-be users have either to take their spectrometers to one or use the spectrometers available on site.

Despite the continuous nature of the spectrum of the emitted radiation, the synchrotron is not yet quite as continuously tunable as one would like because selection of the required energy or range of energies has to be performed by monochromators. So far monochromator design has enabled the energy region from about 20 eV to about 500 eV to be tunable continuously, but there is still quite a big gap to the higher energies of the discrete line sources. It is expected that this gap will be filled, but design constraints include operation in UHV and bake-out to reduce surface contamination of reflecting surfaces in the monochromator. Pressure to extend the range to 1000 eV or more comes from the fact that the X-ray photon flux from a typical synchrotron in that part of the spectrum is at least two orders of magnitude higher than from a conventional Al Kα source. Even with losses in the monochromator, the flux will still be greater than available now.

2.4.2 Electron sources

In conventional AES the only function of the incident electron beam is to produce ionization in core levels in order to initiate the Auger transitions. For that purpose alone the energy in the beam is unimportant. If, however, elec-
tron loss spectra are to be studied then the line width, by analogy with X-ray sources, should be minimized. Without energy selection the width will be limited by the thermal spread, according to the Boltzmann distribution, to 0.3–0.5 eV. Such a width would be quite unacceptable in low energy electron loss spectroscopy (LEELS) in which vibrational spectra are studied, but a discussion of LEELS is outside the scope of this volume. For AES, then, no steps need be taken to reduce the primary beam width.

The two types of electron source used in AES are thermionic and field emission, and of these the former is by far the most common. All materials possess a work function, which is simply the energy necessary to remove an electron completely from the material. Work functions are usually25 of several electronvolts magnitude and thus represent a barrier at the surface to the escape of electrons; at room temperature, and without any applied electric fields, electrons cannot escape and there is no emission. The two types of source use different physical methods to allow sufficient numbers of electrons to overcome the barrier and thus produce emission from the material. In the thermionic method the material is simply heated to a temperature high enough to give some of the electrons sufficient additional energy to pass over the barrier into the vacuum, so that the higher the temperature the greater is the thermionic current. The emission is governed by the Richardson equation:

$$J = A(1 - \tilde{r})T^2 \exp(-e\phi/kT) \quad \text{A/cm}^2 \quad (2.3)$$

where

- $J$ = current density
- $A$ = Richardson constant, ideally equal to 120 A/(cm$^2$ deg$^2$) but varies with material
- $\tilde{r}$ = zero-field reflection coefficient for incident electrons
- $T$ = absolute temperature
- $\phi$ = work function

Field emission operates rather differently. Basically it does not set out to give the electrons in the material additional energy, but to reduce the height of the work function barrier so that even at room temperature electrons can escape. Since most metallic work functions are between 4 and 5 eV25 and the work function barrier extends over only a few nanometres, it can be calculated at once that the field at the surface due to the barrier is very large. To attempt to eliminate it completely by the application of an equal and opposite field would be quite impracticable, but that is not necessary since the application of even a moderate field will cause sufficient reduction in the barrier to produce adequate emission. This is because electrons have a finite probability of passing through the barrier by 'tunnelling'; the probability is too low at room temperature and under field-free conditions to be measurable, but when the height and shape of the barrier are altered sufficiently by the appli-
cation of a high electric field, then the probability becomes useful. To achieve the high field required the material is fashioned into a sharp point with a tip radius of typically 50nm, and a positive electrostatic field of many kilovolts is applied between it and an extraction electrode. The process is called field emission and is governed by the Fowler–Nordheim expression:

\[ J = (1.55 \times 10^{-6} E^2/\phi) \exp[-6.86 \times 10^{-7} \phi^{3/2} \theta(x)/E] \text{ A/cm}^2 \]  

(2.4)

where 

- \( J \) = current density
- \( E \) = field strength
- \( \theta(x) \) = Nordheim elliptic function
- \( x = 3.62 \times 10^{-4} E^{1/2}/\phi \)

It will be noted from the expression (2.4) that the current density in field emission is strongly dependent on the value of the work function of the emitting surface so that it is standard practice to use for the emitter a needle-shaped single crystal oriented with a crystal plane of low work function at the tip. Since the adsorption of residual gases in a vacuum system onto a clean metal surface almost always increases the work function, it is necessary, if the current density is not to decrease as a result, to maintain a particularly good level of UHV around the emitter. Before use any accumulated adsorption is removed by ‘flashing’ the emitter, i.e. raising its temperature briefly to a very high value. Because of the flashing necessity, and also because the emitter material must withstand the high electrostatic field without disintegrating, tungsten is always used—oriented so that a low work function plane such as the (310) is parallel to the tip.

The two types of source, thermionic and field emission, each have their respective advantages and disadvantages. Because the emitting area of a field emission source is so small and the emission is concentrated in a small angle, the current density per unit solid angle obtainable from it is much higher than from a thermionic source, and for this reason field emission sources are known as ‘high brightness’ sources. Figures quoted\textsuperscript{26} are in excess of \( 10^7 \text{ A/(cm}^2 \text{ sr)} \) compared to a typical figure of \( 10^4 \text{ A/(cm}^2 \text{ sr)} \) for a tungsten thermionic filament. By using an emitter of lower work function, higher brightnesses can be obtained\textsuperscript{26} for thermionic emitters, e.g. of the order of \( 10^6 \text{ A/(cm}^2 \text{ sr)} \) for an LaB\(_6\) crystal, but against these high brightness figures must be set both the greater difficulty of fabricating both field emission and LaB\(_6\) sources and their variable reliability. A conventional tungsten thermionic filament may have a lower brightness, but it is relatively easy to make and to replace, its emission properties are entirely reproducible, it can be used over a wide range of emission currents and it is robust. With progressively improving technology, the emphasis will be placed more and more on the higher brightness sources, but at the time of writing the great majority of electron sources still use tungsten filaments in the thermionic mode.
The principal direction of development of electron sources for AES has always been, and still is, towards the production of ever-smaller irradiated areas, or spot sizes, on the sample from electron guns whose construction must be compatible with UHV. Until recently the latter requirement has meant that the electron optics of a gun have been entirely electrostatic, since there were difficulties in designing and fabricating the pole pieces and coils for electromagnetic optics that would withstand bake-out for UHV. However, these difficulties have been largely overcome in the high spatial resolution AES equipment available in the last few years, as will be seen below.

In purely electrostatic guns using tungsten thermionic filaments, the available spot size has decreased progressively from the original 400 \( \mu \text{m} \) at \( \sim 20 \mu \text{A} \) and 2.5 keV obtained with a converted oscilloscope gun, to 40 \( \mu \text{m} \) at \( \sim 5 \mu \text{A} \) and 5 keV in the guns used in the mid 1970s, to 5 \( \mu \text{m} \) at \( \sim 10^{-7} \mu \text{A} \) and 5 keV in the late 1970s and to 0.5 \( \mu \text{m} \) at \( \sim 10^{-8} \mu \text{A} \) and 10 keV typical of the present. With particularly careful alignment of filament and optics, with accurate fabrication of apertures and with attention to the elimination of stray magnetic fields, it is possible to achieve a spot size of \( \sim 0.2 \mu \text{m} \) in current electrostatic guns, but for general purposes 0.5 \( \mu \text{m} \) is more usual. It is probable that for a simple electrostatic system operating at a voltage that does not need bulky insulators or expensive high-voltage supplies, the performance has now been virtually optimized.

One of the commercial designs for such an electrostatic gun is shown schematically in Figure 2.14. The assembly carrying the V-shaped tungsten filament and the first electrode, the Wehnelt cylinder, is mounted on a flexible bellows and has alignment screws to align the filament and Wehnelt aperture with the rest of the optics. Alignment of the filament itself with respect to the Wehnelt is achieved by a jiggling arrangement, but it is difficult to make such an arrangement completely reproducible and optimum alignment is still a matter of experience.

Focusing and shaping of the electron beam is performed by two condenser lenses and an objective lens, and in addition any astigmatism (focusing in the \( X \) and \( Y \) directions not coincident) can be corrected by a set of stigmator poles before the objective lens. Finally, scanning of the beam is carried out by \( X \) and \( Y \) scanning poles at the exit from the gun. The gun is pumped through the final aperture and since that is small, with a consequently low pumping speed to the body of the gun, and particularly to the filament region, care has to be taken in outgassing a new filament so that an excessive pressure rise does not occur around it.

As remarked above, for the achievement of much smaller spot sizes, a change has to be made from electrostatic to electromagnetic optics. It is also necessary to operate at higher incident energies, in the range of 10–30 keV, since for electron optical reasons smaller spot sizes can be reached only if the energy in the electron beam is increased. For these reasons, reduction of a
Figure 2.14 Electrostatically focused electron gun designed to produce beams of electrons of energies up to 10 keV. At beam currents between $10^{-9}$ and $10^{-8}$ A the optimum spot size on the specimen is about 0.5 μm. The filament, which is a tungsten hairpin, can be aligned with the Wehnelt cylinder by a jiggling arrangement, while alignment with the optical axis of the gun is achieved by adjustment of the whole assembly via screws and a flexible bellows. (Reproduced by permission of Vacuum Generators Scientific Ltd, East Grinstead)

Further order of magnitude in the spot size, from ~0.5 μm, involves a corresponding increase in the complexity of the electron gun and in the cost. One has to be quite sure that the additional information to be gained is worth the effort!

Just as for electrostatic guns, various designs of electromagnetic gun have appeared, but they are of necessity rather similar in basic layout. An example is given in Figure 2.15. There are two electromagnetic condenser lenses for 'squeezing' the electron beam to a small diameter, and an electromagnetic
objective lens for focusing. The windings for the lens are all totally enclosed, thus reducing the problems resulting from bake-out, although because of the lenses the maximum bake-out temperature has to be restricted to 160 °C. Filament mounting is similar to that in the electrostatic gun, and the assembly can be aligned as before with alignment screws operating on a bellows. Since the maximum voltage of operation is now 30 kV, however, the whole assembly is necessarily bulkier because of the additional insulation requirements.
Further alignment of the electron beam with the electron optical axis of the gun can be performed by adjusting the position of the condenser lenses themselves with set screws. Again the corrections for astigmatism and the scanning of the beam are carried out before the beam passes through the final aperture, and in this case the stigmator and the scanning coils are built into the objective lens, which is itself shaped in such a way as to allow reasonable access to the specimen. Instead of a fixed final aperture there is a sliding plate perforated with three apertures of different sizes, any of which can be selected by moving the plate into a predetermined position. Because of the sheer volume of the gun and the very low pumping speed through any of the final apertures, the gun is in this case separately pumped through a side port.

In the long run, the ability to achieve and to maintain over a useful length of time a spot size of the order of a few tens of nanometres depends not so much on the basic design, which tends inevitably to be fixed, but on the precision with which the lenses can be fabricated, particularly on the machining and alignment of the iron pole pieces. Also, it is important to construct the gun with very good mechanical stability and to be able to eliminate stray alternating magnetic fields completely from the gun and specimen region. The differences in performance between different manufacturers' guns will depend principally on those factors rather than on the possibility of producing a radically new design.

Field emission sources have also been used in electromagnet electron optics of the type illustrated in Figure 2.15, although rarely. The combination of the field emitter operated at high voltages (20–60 kV) and electromagnetic optics has pushed the progressive reduction in spot size to its present minimum of around 20 nm, but as yet very few spectrometers of that type are used in AES. However, field emission sources have been used more often with electrostatic optics, and this combination has achieved spot sizes comparable to those obtained with the thermionic source used with electromagnetic optics. A schematic example is shown in Figure 2.16, along with the dimensions, from which it can be seen that the overall size is not large. The performance of this particular gun is that at a sample current of $10^{-9}$ A and a beam energy of 21 keV the spot size is 50 nm, at a working distance of 55 mm. An additional feature is the filament F located close to the first anode A1 used for outgassing the latter; one of the limitations in operation was found to be noise generated at the field emitter tip by ions released from the surface of A1 by electron bombardment.

Direct comparisons of the three emitters, viz. thermionic tungsten, LaB$_6$, and field emitting tungsten, indicate that at beam currents above about $10^{-8}$ A, the LaB$_6$ source is superior to both thermionic and field emitting tungsten from the points of view of the spot size obtainable and the signal-to-noise ratio. At beam currents below $5 \times 10^{-9}$ A, however, the field emission source is superior on both counts.
Figure 2.16 Schematic diagram of an electron gun using a field emission electron source. The field emitting tip T is that of a tungsten single crystal wire oriented \([310]\) along its axis. F is a filament located close to the first anode A1, intended for outgassing the latter. A2 is the second anode and SD an eight-pole stigmator/deflector. At a beam energy of 21 keV and current of \(10^{-9}\) A the gun focuses to 50 nm spot size at a distance of 55 mm from the SD. (After Prutton et al.\(^2\))

2.4.3 Ion sources

Although it is certainly possible to excite Auger emission with primary ions, and there are several groups of workers whose principal study is ion-excited AES, the intention in this section is to discuss the devices used for ion erosion of surfaces, as described in Section 2.3.3. There are now several different types of ion source available which have been designed with surface cleaning and ion profiling in mind, each with its own characteristics and mode of operation, and the choice of type in any one situation is still partly a matter of personal preference and partly what is offered by the supplier of one’s spectrometer.

The simplest type, now not used very much, is rather similar in construction and operation to a standard ionization gauge, and is shown schematically in Figure 2.17. As in the gauge a hot filament provides electron emission to a positively biased grid, the electrons making several oscillations within the grid space before being collected. Argon to pressures between \(10^{-5}\) and \(10^{-4}\) torr is admitted to the system, and the argon gas in the grid space is ionized. Unlike the ionization gauge the ion gun has no positive ion collector, but instead the positive argon ions are accelerated from the grid space towards the cylindrical electrode surrounding the filament and grid through a negative potential gradient of about 200 V. They pass through meshed apertures in that electrode and in an outer earthed screening can, the apertures being offset from the gun axis to avoid possible contamination effects from the hot filament. The entire assembly of filament, grid and accelerating electrode can be
Figure 2.17  Design of an ion gun based on an ionization gauge geometry. The hot filament F emits electrons to a positively biased grid G, within which the electrons make several oscillations before being collected. With argon admitted to the gun at pressures between $10^{-5}$ and $10^{-4}$ torr, argon ions are produced by ionization in the grid space. The positive ions are then accelerated from the grid space towards a cylindrical electrode A surrounding the filament and grid, through a potential gradient of about 200 V. The ions pass out into the system through meshes in A and S, an outer screening can at earth potential. The mesh apertures are offset to avoid any contamination from the filament striking the specimen. By floating the filament-grid accelerator with respect to earth, the ion energy can be varied from 200 to 500 eV. At an argon pressure of $10^{-4}$ torr, the ion current density on the specimen is about $1 \mu$A/cm$^2$

floated on a positive potential with respect to the screen so that the energies of the emerging ions in the beam can be varied from 200 to 500 eV.

The ‘ion gauge’ type of ion source is not very powerful, producing a maximum ion current density of only about $1 \mu$A/cm$^2$ at the maximum working pressure of $10^{-4}$ torr. Its advantages are cheapness, reliability and relative purity of ion beam, since few energetic neutral atoms are produced in the ionizing region.

Probably the most popular ion sources in current use employ gas discharges to produce ionization of the gas in the gun. The discharge can be initiated either by Penning discharge or by a high-voltage discharge. In the former the combined action of magnetic and electrostatic fields on argon at a high pressure in a confined space produces a cold-cathode discharge from which the positive ions are extracted. A typical arrangement is illustrated diagrammatically in Figure 2.18. Argon gas is piped directly into the back of the gun and thence to the discharge chamber rather than being present from back-filling of the entire analysis chamber, as happens with the ‘ion gauge’ type. After extraction the positive ion beam can be focused to a greater or lesser extent, depending on the sophistication of the lens system used. The simpler guns would be incapable of producing an ion spot size of less than 3 mm diameter; the more complex ones can focus to diameters of about 0.1 mm if the sample is at the correct distance from the final aperture. With the finer focused beams there are many advantages to be gained by rastering the beam on the surface, and so X and Y deflection plates are added after the focusing lens system. Guns of this type operate at accelerating voltages between 2 and 10 kV and, since the pumping speed through the gun to the discharge region is low, at
Figure 2.18 Design of an ion gun using a Penning discharge for production of positive ions. Argon gas is fed directly into the back of the gun in this case, rather than being admitted to the whole system, and since its exit speed is restricted the pressure in the interior of the gun is much higher than the pressure of argon in the system. During operation the pressure in the system is between $3 \times 10^{-7}$ and $3 \times 10^{-6}$ torr. A high voltage and an axial magnetic field are applied to an ionization chamber in which a discharge is induced and positive ions are extracted from the discharge into a focusing region. Ion energy can be varied between 500 eV and 10 keV, and the gun can deliver between 10 and 100 $\mu$A into an area of diameter about 5 mm, according to the pressure of argon in the source. (Reproduced by permission of Vacuum Generators Ltd, East Grinstead)

pressures in the analysis chamber between $3 \times 10^{-7}$ and $3 \times 10^{-6}$ torr. The ion current on the sample varies with both voltage and pressure, and as an example of performance it would provide about 20 $\mu$A into a spot of diameter 5 mm at an accelerating voltage of 5 kV and a chamber pressure of $4 \times 10^{-7}$ torr. The focusing voltage would then be about 3.6 kV. Under the extreme conditions of 10 kV and $3 \times 10^{-6}$ torr it would deliver 200 $\mu$A.

The greatly increased current density of such ion gun types over the ion
gauge' type is somewhat offset by one or two disadvantages. Ions inside the gun can strike other internal surfaces as well as being extracted into the beam, and hence sputtered material gradually accumulates; when the accumulation on insulating surfaces becomes sufficient breakdown or arcing occurs and the action of the gun becomes both unreliable and unreproducible. At that stage there is no option but to dismantle the gun and clean it according to the manufacturer’s instructions, and it is generally desirable to keep a stock of spare insulating parts for replacement. The other disadvantage is that the beam emerging from the gun is not pure, in that as well as positive ions there is an appreciable proportion of energetic neutral atoms. Clearly it is only the current of positive ions striking the sample that can be measured, so the additional erosion effect of the neutrals is at the moment a little-known quantity. However, all the discharge-type ion guns suffer from this same drawback to a greater or lesser extent.

Ion sources that produce ion beams by high-voltage discharge depend on the geometry of their structure to increase the path lengths of the oscillating electrons and hence the ionization probability per electron. There are various possible geometries, but they all aim to shape the electrostatic field so that electrons are trapped for a significant length of time in one or more potential wells in the field. Because of the field configuration usually employed, this type of source is known as the 'saddle field' source, and a diagram of one of the smaller versions is shown in Figure 2.19. A pair of tungsten wires, surrounded for most of their length by shielding sleeves, protrude into the body of the gun, which in this case is spherical. A high positive voltage between 5 and 10 kV is applied to the wires, the body being earthed. Argon is admitted directly to the gun at a pressure in the region of $10^{-4}$ torr, whereupon a discharge is set up between the anode wires and the body, the latter acting as the cathode. The field configuration then constricts the electron paths to the 'figure-of-eight' shown in Figure 2.19, most of the ionization of the argon taking place in the loops at each end of the field. Positive ions are extracted through a slit cut in the body in the same plane as that of the field; the ion beam maintains the same width as that of the slit in the plane of the figure, but diverges progressively from the slit width in the directions above and below the plane. By adjusting the distance of the sample from the slit, the shape of the bombarded area can thus be altered from rectangular to square as desired. Since the only pumping path to the system is through the slit, pressures between $10^{-6}$ and $10^{-5}$ torr can be maintained in the system, with adequate pumping speed.

Saddle field sources are capable of providing very high ion current densities. Even a small one like that of Figure 2.19 can produce a density of 200 $\mu$A/cm$^2$ at 6–7 kV, while the larger ones are so powerful that they tend to be used not so much for ion bombardment in UHV as for what is called 'ion milling', in which, as the name suggests, large quantities of material are
Figure 2.19 · Design of an ion gun using a high-voltage discharge. The high voltage is applied to a pair of tungsten wires protruding into the body of the gun, which in this case is spherical. Argon gas is fed directly into the gun from a pipe at the back, and as shown in the design, the pumping speed for argon in the gun is low, so that the pressure inside is much higher than the pressure outside. A discharge is set up between the wires and the body and the electron paths are then constricted to the ‘figure-of-eight’ paths shown, with most of the ionization of the argon taking place in the loops at each end. Positive ions emerge through a slit cut in the body in the same plane as that of the field. Because of the shape of the field configuration this type of source is also known as the ‘saddle field’ source. At ion energies of 5–7 keV such a source can produce 100–200 μA of positive ions into an area of about 1 cm². (Reproduced by permission of Ion Tech Ltd, Teddington)

removed. As with the other sources, however, they have their disadvantages as well as their advantages. Unlike the sources using a Penning discharge, they tend to be unstable at voltages much below 5 kV and difficult to control, and are therefore restricted in general application to the high-voltage end of their operating regime. In addition, as can be seen from Figure 2.19, positive ions are not only extracted through the slit but bombard the interior of the body as well, so that it is possible for sputtered material also to pass through the slit and be deposited on the sample. It is therefore necessary either to fabricate the body from a metal that does not sputter easily, e.g. aluminium or titanium, or to insert an internal liner of such material. Finally, these sources do produce a rather high proportion of energetic neutral atoms in their beams, of the order of 50 per cent under maximum voltage operation, a higher proportion than from the types using Penning discharges.

The most recently developed type of ion source is the field emission liquid-metal ion source, whose principle is illustrated in Figure 2.20. A needle whose tip has a radius in the range 1–10 μm is placed with its shank passing
Figure 2.20  Schematic of the principle of operation of a liquid-metal field emission ion source. A needle with a tip of radius 1–10 μm dips into a reservoir of liquid metal through a close-fitting capillary tube. The liquid metal is drawn along the needle and over its tip by a capillary action, provided the liquid wets the material of the needle. A high voltage of between 4 and 10 kV is then applied to an extractor electrode placed a short distance in front of the tip, whereupon the liquid metal is drawn out into a cusp-like protrusion from which positive metal ions are extracted by field emission. Since high currents, of the order of 100 μA, can be drawn from the very small volume of the cusp, the source has a high brightness and the ion beam can thus be focused into a small spot while retaining usefully high currents. (Reproduced from Prewett and Jeffries28 by permission of The Institute of Physics)

through a close-fitting capillary tube into a reservoir of liquid metal. The material of the needle is chosen so that the liquid wets it, but does not react with it. On wetting, the liquid metal is drawn up over the protruding needle and over its tip by capillary action, any loss being made good by flow from the reservoir. A high voltage between 4 and 10 kV is then applied between the needle and an extractor electrode positioned a short distance in front of the needle, whereupon the film of liquid metal covering the tip is distorted into a cusp-shaped protrusion. This protrusion is formed by the balance of forces due to electrostatic stress and surface tension. Due to the consequent very
high electric field at the tip of the cusp, a beam of positively charged metal ions is formed, which is then extracted through a circular aperture in the extractor. Although the source is described as a field emission source, it is in fact not yet clear whether the ionization mechanism includes field desorption or field ionization, or both, or indeed other contributing processes. Metals used as liquids in these sources have included to date cesium, indium, gallium, tin, bismuth, copper and gold; of these cesium has received most attention due to its potential applications in ion milling and in SIMS.

For reasons similar to those for which the field emission electron source was described as a 'high brightness' source, the liquid metal ion source is also a high brightness source. The high currents obtainable, ranging up to 100 μA, coupled with the very small emitting volume imply very high brightness values; unfortunately it is difficult to be precise because the volume is not known with any certainty. The high brightness, however, just as in the case of the electron source, leads to the possibility of producing useful currents in a finely focused beam, enabling ion erosion to be performed at much higher spatial resolution in principle than can be achieved with the gas discharge types. Preliminary experiments have shown that ion spot sizes of less than 0.5 μm can be achieved without much effort, and it seems likely that resolutions of 0.1–0.2 μm should soon be possible.

There are at the moment several unknown quantities in respect of liquid-metal sources, although much research and development is being carried out and it will not be long before much more is known about them. They do seem to suffer from instabilities in certain regions of operating parameters, and this may be a function of the mechanisms of formation of the liquid cusp. The composition of the ion beam, in terms of proportions of singly and doubly charge ions, etc., varies with the metal being used and to a certain extent with the applied voltage. Molecular clusters may also be formed. There is a considerable divergence of the ion beam from the aperture, so that a carefully designed focusing lens system is required to make optimum use of the high brightness. However, these drawbacks are not necessarily insuperable and it is expected that liquid-metal ion sources will play an increasing part in surface analytical technology.

2.5 Electron Energy Analysers

The device which measures the energies (or, more correctly, the velocities) of electrons emitted or scattered from a surface is the heart of any spectrometer. In this section the device will be called the 'analyzer' to distinguish it from the term 'spectrometer', which has been taken in this chapter to mean the complete instrument, as defined in Section 2.1. However, it should be noted that many authors use the term 'spectrometer' when they intend it to apply only to the analyzer; neither usage is entirely wrong or entirely right, and it seems usually to be a matter of personal preference and definition.
Over the years of development of XPS and AES various types of analyser have been put forward as being eminently suited to the techniques, but there now seems to be a general consensus of agreement as to those that are most suitable. Because of the low kinetic energies of the electrons to be analysed in the techniques, and because magnetic fields are difficult to produce and handle in UHV, the analysers are all of the electrostatic type. The two principal ones are the cylindrical mirror analyser (CMA) and the concentric hemispherical analyser (CHA), which are both dispersive analysers, that is to say, in each the action of a deflecting electrostatic field disperses the electron energies so that for any given field only those energies in a certain narrow range are measured. Also still in use, and not always to be despised, is the retarding field analyser (RFA) based on the spherical electron optics used for low energy electron diffraction (LEED), in which a retarding potential is imposed in front of a collector allowing only those electrons of energies greater than the potential barrier to reach the collector. The descriptions of these three analysers will be given in the approximate chronological order in which they appeared on the surface analysis scene. Before that can be done, however, the requirements of XPS and AES in terms of energy resolution must be established.

2.5.1 Energy resolution requirements

There are two definitions of energy resolution in current use and it is necessary to be clear about the differences between them. The first is the absolute resolution, $\Delta E$, usually measured as the full width at half-maximum (FWHM) height of a chosen observed peak. An alternative measure sometimes used is the width $\Delta E_B$ of the peak at its base, called the base width, and obviously in an ideal situation $\Delta E_B = 2\Delta E$. The second is the relative resolution defined as:

$$ R = \frac{\Delta E}{E_0} $$  \hspace{1cm} (2.5)

where $E_0$ is the kinetic energy at the peak position. The resolution $R$ is usually expressed as a percentage, i.e. $(\Delta E/E_0) \times 100$. It is also common to find the relative resolution expressed as the resolving power, which is simply the reciprocal of $R$, i.e.

$$ \rho = \frac{1}{R} = \frac{E_0}{\Delta E} $$  \hspace{1cm} (2.6)

Thus the absolute resolution can be specified independently of peak position in a spectrum, but the relative resolution can be specified only by reference to a particular kinetic energy.

Now in XPS it is necessary for identification of possible differences in chemical states of elements to be able to apply the same absolute resolution to any photo-electron peak in the spectrum, i.e. at any kinetic energy. As has been shown, the natural (i.e. unmonochromatized) line widths of the com-
monly used soft X-ray sources are 0.70 eV for Mg Kα and 0.85 eV for Al Kα. To match the absolute resolution to these natural line widths at the maximum available photo-electron energies (i.e. 1253.6 eV using magnesium, 1486.6 eV using aluminium), would require a relative resolution of $\sim 6 \times 10^{-4}$ (or, if preferred, a resolving power of $\sim 1700$). Such a relative resolution is not too difficult to achieve, but would be accompanied by an unacceptable loss in sensitivity. In addition, if monochromatized radiation were to be used, the absolute resolution needed, of about 0.2 eV, would imply a relative resolution of $\sim 10^{-4}$ (resolving power of 10000); such a relative resolution is very difficult to achieve without construction of an exceptionally large and expensive analyser.

For the above reasons, it is standard practice to retard the kinetic energies of the photo-electrons either to a chosen analyser energy, called the pass energy, or by a chosen ratio. In either case the pass energy or the ratio is kept fixed during the recording of any one spectrum. Thus, for example, if retardation to a pass energy of 50 eV were chosen an absolute resolution of 0.7 eV would require a relative resolution of only $\sim 10^{-2}$. Retardation therefore enables the same absolute resolution to be obtained for a lower relative resolution, but, as will be seen later, brings certain penalties with it.

In AES, the natural line width of the exciting electron energy is irrelevant since the Auger line width is independent of that of the incident energy. (If electron energy loss spectroscopy is to be performed as well, the situation is of course different.) The energy resolution requirements are set by the inherent widths of the Auger peaks themselves. Since most Auger peaks are several electronvolts wide, there is not the need for the same absolute resolution as in XPS, and an average absolute resolution of 2-3 eV is adequate. In practice it is desirable to have high sensitivity at high Auger energies (e.g. $>1000$ eV) and high absolute resolution at low Auger energies (e.g. $<150$ eV); this is achieved by operation at a constant relative resolution rather than constant absolute resolution.

A typical relative resolution for an Auger analyser would be $4 \times 10^{-3}$ (resolving power 250). Under those conditions the absolute resolution at an Auger energy of 50 eV would be 0.2 eV, which is more than adequate, and at 1000 eV it would be 4 eV. Although the absolute resolution at high energies is degraded, the sensitivity is much higher at 1000 eV than at 50 eV.

If high resolution Auger spectra are to be studied, for those materials or situations in which the Auger widths happen to be narrow, then the spectra are recorded by X-ray excitation with an analyser operated in the XPS mode, i.e. with pre-retardation. In this case only selected regions of the total spectrum are of interest, and any variations in sensitivity or in absolute resolution over an extended energy range are irrelevant. This variation of AES is sometimes called XAES (X-ray-excited Auger electron spectroscopy) or HRAES (high resolution Auger electron spectroscopy).
2.5.2 Retarding field analyser (RFA)

Long before XPS and AES were established the technique of LEED was using electron optics of spherical symmetry to display surface diffraction patterns by acceleration of the diffracted electron beams onto a phosphor-coated collector or screen. The original arrangement consisted of two grids concentric with the screen, the inner grid being grounded, the second grid held at a negative potential close to that of the primary energy and the screen held at a
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Figure 2.21 Schematic arrangement of a retarding field analyser (RFA) for AES based on four-grid LEED optics. The LEED electron gun would normally be shown protruding through the collector (screen) and grids, but is omitted here because for most analytical purposes it is unsuitable, since the electron energy range it can produce is too restricted and the spot size is too large. The retarding potential applied to the two inner grids is modulated with a small potential from a signal generator, via an isolating transformer, and the amplified signal from the collector is compared in the lock-in amplifier with either the fundamental or the first harmonic of the modulation frequency. The first comparison gives the energy distribution $N(E)$ according to expression (2.8) and the second the differential distribution $dN(E)/dE$ according to expression (2.9)
high positive potential. After it was realized\textsuperscript{31} in about 1967 that the LEED optics could be used as an energy analyser the number of grids increased quickly to three and then four, with the final (and present) arrangement being that of Figure 2.21.

In the four-grid RFA of Figure 2.21 the incident electrons come either from the LEED gun projecting through the optics, to strike the sample at normal incidence, or from an auxiliary gun outside the optics, for grazing incidence excitation. The inner and outer grids are grounded, in order to provide a uniform field in the sample region and to shield the collector (i.e. the LEED screen) from capacitative coupling with the modulation on the other grids, respectively. The middle two grids are connected together and have the retarding potential applied to them; the reason for using two grids there is to reduce the serious lens effects suffered by electrons passing through the holes in a mesh. Superimposed on the retarding potential is a small modulating voltage from a signal source. The modulation is usually sinusoidal but need not be so.

The modulated collector current is then compared in a phase-sensitive detector (otherwise known as a lock-in amplifier or synchronous detector) with the reference signal from the signal source. Amplification of the component of collector current at the fundamental frequency $\omega$ then gives the energy distribution $N(E)$, while amplification of the component at the frequency $2\omega$ gives the differential distribution $N'(E)$. These relationships can be derived quite easily by expansion of the signal as a Taylor series and algebraic rearrangement. Thus the collected current $I$ is a function of the retarding potential $V$ and, if the modulation is of the form $k \sin \omega t$, $I$ can be written $I(V + k \sin \omega t)$. The Taylor expansion is then

$$I(V + k \sin \omega t) = I + k \sin \omega t (dI/dV) + \frac{k^2 \sin^2 \omega t}{2!} (d^2I/dV^2) + \cdots \quad (2.7)$$

When this is rearranged algebraically, the coefficient of $\sin \omega t$ is found to be

$$k(dI/dV) + (k^3/8) (d^3I/dV^3) + \cdots \quad (2.8)$$

and the coefficient of $\cos 2\omega t$ to be

$$(k^2/4) (d^2I/dV^2) + (k^4/48) (d^4I/dV^4) + \cdots \quad (2.9)$$

Since $(dI/dV)$ is the energy distribution $N(E)$ and $(d^3I/dV^3)$ the differential distribution $N'(E)$, it can be seen that the amplitude of the first harmonic is proportional to the former and of the second harmonic to the latter, provided the higher order derivatives can be neglected in each case. This will be so only if $k$ is small enough. In practice this criterion will be obeyed if the modulation amplitude is less than half the width of an Auger peak; since the widths of Auger peaks vary, the modulation should obviously be chosen to resolve without distortion the narrowest peak in the spectrum.
Enhanced sensitivity can be obtained by using large modulating voltages, but at the cost of a distorted spectrum.

With sufficient care taken in construction and with some modifications to the grid spacings normally used for LEED, a relative resolution of about 0.3 per cent has been achieved for an RFA. For most RFA systems, though, the usually obtainable resolutions are in the range 0.5–1.0 per cent, which are just about adequate for AES. Where the RFA tends to score over the dispersive analysers is in the very low kinetic region, below 100 eV, since there a relative resolution of 0.5 per cent implies an absolute resolution of less than 0.5 eV, resulting in high resolution spectra.

Despite its inherent simplicity, the RFA is not suitable for general AES applications because of one overriding disadvantage, and that is that at any one retarding potential on the grids, all electrons with energies greater than that potential are allowed to reach the collector. Shot noise is thus generated by many electrons of energies other than those being analysed, with the result that the signal-to-noise characteristics are poor. There are also other problems such as uniformity of grid structure and the parallelism of the grids, for minor deviations from strict geometry can have devastating effects on the resolution obtainable. However, for those whose main research effort is devoted to the application of LEED to surface structural studies, the RFA presents a convenient means of checking the cleanliness of a surface at any stage in an experiment.

2.5.3 Cylindrical mirror analyser (CMA)

The drawbacks inherent in the RFA led the early users of AES to seek other types of energy analyser that would be better suited to the technique, and it was soon realized that the CMA had many properties that made it almost ideal for the purpose. Over the years various commercial and home-made versions of the CMA have appeared, but in general the differences between the versions have been in details of construction, the basic form and mode of operation remaining unchanged.

The CMA is shown diagrammatically in Figure 2.22. Two cylinders of radii \( r_1 \) (inner) and \( r_2 \) (outer) are positioned accurately coaxially. The potential of the inner cylinder is at earth; that of the outer cylinder is \(-V\). Electrons emitted from a source on the axis at an angle \( \alpha \) pass through an aperture in the inner cylinder and those of a particular energy \( E_0 \) are deflected by the outer cylinder potential through another aperture to a focus on the axis. The general relationship between \( V \) and \( E_0 \) is

\[
\frac{E_0}{eV} = \frac{K}{\ln(r_2/r_1)} \tag{2.10}
\]

CMAs can and have been built for a variety of entrance angles \( \alpha \), but for
the special case where $\alpha = 42^\circ 18'$, the CMA becomes a second-order focusing instrument.\textsuperscript{33} For that case $K = 1.31$, and the above relationship between $E_0$ and $V$ becomes

\[
\frac{E_0}{eV} = \frac{1.31}{\ln(r_2/r_1)}
\]

Apertures are in practice of finite width, and in any case it is desirable to achieve maximum sensitivity compatible with adequate resolution by operating the CMA with apertures that accept a spread of angles about $\alpha$, typically with $\Delta \alpha = 6^\circ$. Under these conditions the electron paths through the analyser, depicted in Figure 2.22, consist of annuli rather than an infinitely narrow trace, and it can be shown\textsuperscript{33,34} that the minimum trace width $\omega_m$ is given, for $\Delta \alpha < 6^\circ$, by

\[
\frac{\omega_m}{r_1} = 7.76(\Delta \alpha)^3
\]

The important feature of the minimum trace width is its position, which is off-axis and slightly ahead of the focal position. Its distance $r_c$ off the axis is given by

\[
\frac{r_c}{r_1} = 5.28(\Delta \alpha)^2
\]

The importance lies in the fact that if an additional aperture is placed\textsuperscript{35} at the position of minimum trace width, and made equal in size to it, a useful
improvement in resolution is obtained with little sacrifice in sensitivity. Some
designs incorporate\(^{36}\) the possibility of varying the width of the additional
aperture, but this is not an operation that is easy to arrange for remote
control, i.e. from outside the vacuum system, and therefore the tendency is to
fix that aperture size at some convenient compromise and to allow variation
instead of the sizes of the principal apertures.

For the unique angle \(42^\circ 18'\) the distance on the axis between the source
and focus is \(6.1r_1\), and the other important constructional parameter is the
maximum distance off the axis reached by electrons that are to pass through
the exit apertures. This distance is given by\(^{29}\)

\[
\frac{r_m}{r_1} = \exp(1.3 \sin^2 \alpha)
\]  \(2.14\)

Thus all the CMA parameters scale with the radius \(r_1\) of the inner cylinder,
and once that is chosen the rest follows more or less automatically.

Not shown in Figure 2.22 for reasons of clarity are some other important
operational requirements, namely the fringe field plates. For practical
reasons, i.e. access to the specimen position, the source of ejected electrons
must lie outside the end of the CMA, and it can be seen at once that such an
arrangement involves terminating the analyser rather abruptly. In fact, all
commercial CMAs are cut back from their axes, so that their ends are cone
shaped. However, the electrons passing through the analyser must see only
uniform radial fields, otherwise there will be severe aberrations, so the field in
the analyser must be terminated at each end without introducing field distor-
tion in the aperture regions. In some CMAs this is achieved\(^{36}\) by a series of
ring-shaped electrodes whose potentials are adjusted via dividing resistors to
ensure a smooth transition from the deflecting potential \(V\) to earth, in others
by ceramic discs coated with a film whose radial resistance performs the same
function as the dividing resistors, but in a more continuous fashion.

As in all dispersive analysers, simply scanning the potential \(-V\) applied to
the outer cylinder of a CMA gives the energy distribution of electrons passing
through it directly, but it is important to note that because the transmission of
the CMA varies as \(E_0\) the distribution derived is not \(N(E)\) but \(EN(E)\). Thus
modulation of \(V\) by a small sinusoidal signal, as described for the RFA, can
still be used to extract a differential distribution, in this case by tuning the
phase-sensitive detector to the fundamental frequency \(\omega\), and not to the
second harmonic, but again the recorded distribution will be \(EN'(E)\) rather
than \(N'(E)\).

The energy resolution of the CMA and CHA can be written\(^{36,37}\) in terms of
the base resolution \(\Delta E_B\) as

\[
\frac{\Delta E_B}{E_0} = Aw + B(\Delta \alpha)^n
\]  \(2.15\)
where \( w \) = slit width (equal at the entrance and exit) and \( A, B \) and \( n \) are constants. A more approximate expression involving the half-width \( \Delta E \) is

\[
\frac{\Delta E}{E_0} = \frac{1}{4} A w + \frac{1}{4} B (\Delta \alpha)^n
\]

(2.16)

which is valid only if \( B (\Delta \alpha)^n = A w / 2 \). For the CMA and CHA the values of the constants are given in Table 2.2.

Insertion of the values for the CMA into the two expressions above gives, for the base resolution,

\[
\frac{\Delta E_B}{E_0} = \frac{0.36 w}{r_1} + 5.55 (\Delta \alpha)^3
\]

(2.17)

and, for the half-width resolution,

\[
\frac{\Delta E}{E_0} = \frac{0.18 w}{r_1} + 1.39 (\Delta \alpha)^3
\]

(2.18)

In the case of the CMA the relatively wide angular apertures used can limit the resolution obtainable; in effect the source size replaces the slit widths in the above expressions. As an example, a CMA built with an inner radius \( r_1 \) of 3 cm and a semi-angular aperture \( \Delta \alpha \) of 6° will have a theoretical half-width resolution \( \Delta E/E_0 \) of 0.15 per cent for a source size of 5 \( \mu \)m. However, for greater source sizes, the theoretical resolution degrades as follows: 10 \( \mu \)m, 0.16 per cent; 50 \( \mu \)m, 0.18 per cent; 100 \( \mu \)m, 0.21 per cent; 500 \( \mu \)m, 0.48 per cent; 1 mm, 0.80 per cent. The practical resolution obtainable will of course depend on the accuracy of fabrication and on stray magnetic fields, but in a reasonably well-constructed analyser, the degradation from these effects might cause the half-width resolution to deteriorate from 0.16 to 0.25 per cent for a 10 \( \mu \)m spot size.

The simple (single-pass) CMA as described up to now has been most effective in AES because of its very high transmission. This is the most important property for an AES analyser because the source area in AES using a highly focused electron beam is invariably much smaller than the acceptance area of the analyser. In other words, luminosity, which is the product of acceptance area and transmission, is not particularly relevant in AES. On the other hand, for XPS luminosity is all-important because, as described, standard unmonono-

<table>
<thead>
<tr>
<th>( A )</th>
<th>( B )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMA ((42.3^\circ))</td>
<td>(0.36/r_1)</td>
<td>(5.55)</td>
</tr>
<tr>
<td>CHA ((180^\circ))</td>
<td>(1/R_0)</td>
<td>(1)</td>
</tr>
</tbody>
</table>
chromatized X-ray sources are not focused but flood a large area of the sample with X-rays. In addition, XPS needs in general a greater absolute resolution than does AES. For these reasons, the single-pass CMA is not suitable for XPS. Another reason is that the precise energetic position of a photo-electron or Auger peak is so dependent on sample position in front of a single-pass CMA that reproducibility adequate for XPS would be totally lacking. (For example, Sickafus and Holloway\textsuperscript{39} have shown that at 1500 eV a shift of 1 mm in the axial sample position causes a peak shift of 17.5 eV.)

The high transmission characteristics of the CMA are attractive for XPS, but higher luminosity should be achieved while maintaining adequate resolution. By using two CMAs in series, i.e. a two-stage or, as it is better known, a double-pass CMA, with pre-retarding grids before the entrance slit, an analyser suitable for XPS has been constructed.\textsuperscript{40} It is shown diagrammatically in Figure 2.23. The two pre-retarding grids are spherical and centred on the source position of the specimen.

![Diagram of double-pass CMA]

Figure 2.23  Diagrammatic arrangement of a double-pass CMA, used for both AES and XPS. The exit aperture from the first stage is the entrance aperture to the second stage. At the front end of the analyser are two spherical retarding grids centred on the source area of the sample that retard photo-electrons to a constant pass energy for XPS. For AES the grids are at earth potential, as is the inner cylinder. An externally operated rotary motion allows the entrance and exit apertures to the second stage to be changed remotely, from large sizes for XPS to small sizes for AES. The electron gun is situated on the axis of the CMA internally, but the X-ray source, of the type seen in detail in Figure 2.9(a), is external and positioned as close to the sample as the geometry will allow. (Reproduced from Palmberg\textsuperscript{40} by permission of Elsevier Scientific Publishing Company)
The effect of pre-retardation is that by going from a kinetic energy of \( E_0 \) to a fixed analyser band-pass energy \( E_p \), the energy resolution is improved (i.e. \( \Delta E/E_0 \) is reduced) by a factor \( (E_p/E_0)^{1/2} \). At the same time, the effective source volume is collapsed by a factor \( (E_p/E_0)^{1/2} \). Thus, to maintain overall luminosity at a level suitable for XPS, the entrance and exit apertures to the second stage must be increased as far as possible, which means in practice to the point where the overall energy resolution is not quite degraded. To do this, the apertures can be altered by an external control so that either small apertures for AES or large apertures for XPS can be selected. In the double-pass CMA, therefore, the effective energy resolution is set by the first stage and the sensitivity by the second stage, although the two functions are clearly not inseparable.

For AES, the double-pass CMA is operated in the 'normal' mode, i.e. with the retarding grids grounded. If pre-retardation were attempted with AES, grid scattering would reduce the transmission undesirably. In XPS, however, although grid scattering reduces the transmission when using pre-retardation, the effective acceptance area is increased proportionately so that the luminosity is unaffected.

The opposing effects of collapse of the source area on retardation coupled with the effective source area increase due to grid scattering are functions both of kinetic energy and pass energy, and are somewhat difficult to estimate. The combined effect for any chosen pass energy will not necessarily be zero, or even linear with kinetic energy. In general, for absolute resolution \( \Delta E \) worse than about 1.4 eV, the high luminosity of the double-pass CMA means that the signal intensity, for identical sample and operating conditions, is greater than for the CHA. However, as the pass energy is decreased to achieve absolute resolution of \( \leq 1.0 \) eV, the signal intensity drops off more rapidly than in the CHA, and it is likely that the retardation grid effects mentioned above are largely to blame. Simply increasing the overall size of the CMA, i.e. scaling with the inner radius \( r_1 \), serves to reduce the effect for a given pass energy, and this increase is in fact the direction in which the manufacturers are currently going.

2.5.4 Concentric hemispherical analyser (CHA)

At roughly the same time (1969) as the CMA was established as highly suitable for AES, XPS was being recognized as a valuable surface-specific analytical technique, and the type of analyser used by its founder, Siegbahn,\textsuperscript{31} was being adapted to operation in UHV. This was the concentric hemispherical analyser (CHA), also called the spherical deflector analyser, and it is still the most widely used energy analyser for XPS, being supplied in the spectrometers from at least four manufacturers, whereas the double-pass CMA is supplied from only one.
The CHA is shown schematically in Figure 2.24. Two hemispherical surfaces of inner radius \( R_1 \) and outer radius \( R_2 \) are positioned concentrically. A potential \( \Delta V \) is applied between the surfaces so that the outer is negative and the inner positive. There will be a median equipotential surface between the hemispheres of radius \( R_0 \), and the entrance and exit slits are each centred on a distance \( R_0 \) from the centre of curvature and lie on a diameter. In an ideal situation \( R_0 = (R_1 + R_2)/2 \), and that relationship is usually obeyed closely.

The coordinate position of an electron of initial kinetic energy \( E_0 \) travelling between the hemispheres is governed by two focusing conditions. Firstly,\(^{12}\) if an electron enters the analyser at an angle \( \alpha \) to the normal through the slit centre, its position in terms of \( r \), its radial distance from the centre of curvature, and \( \phi \), its angular deflection, is given by

\[
y = -y_0 \tan \alpha \sin \phi + (y_0 - c^2) \cos \phi + c^2 \tag{2.19}
\]

where
\[
y = \frac{R_0}{r} \\
y_0 = \text{initial coordinate of electron} \\
c^2 = \frac{E_0 y_0^2}{[E_0 \cos^2 \alpha - 2E(1 - y_0)]}
\]

Here \( E \) corresponds to the kinetic energy which an electron would have if
travelling on the circular orbit of radius \( R_0 \); for the \( 180^\circ \) CHA, the first condition reduces to

\[
y_f = 2c^2 - y_0
\]  \( (2.20) \)

where \( y_f \) is the final coordinate of the electron. The relationship between the deflecting potential \( \Delta V \) and the ideal energy \( E \) is

\[
e\Delta V = E(R_2/R_1 - R_1/R_2)
\]  \( (2.21) \)

The second focusing condition arises\(^{43} \) from the limits that must be imposed on the greatest and least radii of the electron trajectories. The maximum and minimum excursions can be expressed with respect to the median trajectory radius \( R_0 \) by

\[
y_\pm = c^2 \pm (c^4 + 2k)^{1/2}
\]  \( (2.22) \)

where

\[
k = \frac{1}{2} y_0^2 (\tan^2 \alpha + 1) - c^2 y_0
\]

This second condition merely says that if the electron is to be transmitted by the analyser its final position \( y_f \) must be contained within the aperture of the exit slit and that the \( y_\pm \) are not outside the limits imposed by the hemispherical surfaces.

In the earlier spectrometers, the mid-potential of the analyser was tied to the ground potential, and the scanning through the kinetic energy range was performed by varying the specimen potential. Nowadays, however, the situation is reversed in that the specimen is grounded and the whole analyser floats isolated from ground so that scanning is now carried out by varying the potential (or ‘pedestal’) on which the analyser sits.

The base and half-width resolutions can be written down from expressions (2.15) and (2.16), as well as from Table 2.2. They are

\[
\frac{\Delta E_B}{E} = \frac{w}{R_0} + \alpha^2
\]  \( (2.23) \)

and

\[
\frac{\Delta E}{E} = \frac{w}{2R_0} + \frac{\alpha^2}{4}
\]  \( (2.24) \)

(Note that the entrance angle \( \alpha \) into the CHA is equivalent here to the semi-angular aperture \( \Delta \alpha \) of the CMA.) In general it is desirable to work with a large entrance angle for increased sensitivity, and since a compromise must be reached between sensitivity and resolution it is common to choose \( \alpha \) so that \( \alpha^2 \approx w/2R_0 \). Then expressions (2.23) and (2.24) become

\[
\frac{\Delta E_B}{E} = \frac{1.5w}{R_0}
\]  \( (2.25) \)
\[
\frac{\Delta E}{E} = \frac{0.63w}{R_0}
\]

Thus, if \( R_0 \) has been chosen and a certain absolute resolution is required, there is an inverse relationship between the pass energy \( E \) and the slit width. There are two retarding modes in which CHAs are currently used. In one, the electrons are decelerated by a constant factor, or ratio, from their initial kinetic energies. Clearly this mode operates at constant relative resolution; it is termed either the CRR or the FRR mode. In the other, the electrons are decelerated to a constant pass energy, and it is obvious that the mode is that of constant absolute resolution. It is termed the CAT or FAT mode, standing for constant or fixed analyser transmission. Each mode has its adherents and each its advantages and disadvantages. The CAT mode is generally easier for quantification, since the absolute resolution is the same at all parts of the spectrum, but the signal-to-noise characteristics become progressively worse towards low kinetic energies. The CRR mode is less easy to quantify, but small peaks at low kinetic energies can be detected without difficulty.

Retardation when used with a CHA is usually accomplished with planar grids across the entrance slit, but may also be achieved with a lens system. Lens systems are used in other ways, too, to improve the overall efficiency of analysis. By removing the sample from the entrance to the analyser, and instead projecting the analysed area of the sample onto the entrance slit, a much greater working distance is available below the lens, allowing closer approach of the X-ray source, electron gun and ion gun. In the cases of the two latter, this close approach is necessary to be able to achieve minimum beam spot sizes. According to whether either or both CRR and CAT modes of retardation are required, the lens is more or less complex, for in the CRR mode transmission between the sample and the analyser is constant, whereas in the CAT mode the transmission in the lens is varying. The former could be performed with a simple unipotential lens, but the latter needs variable ratios for which three or more elements are necessary.

Various criteria or figures of merit have been applied to the CMA and CHA to establish their respective ranking, including transmission, luminosity and étendue (the product of the entrance area and entrance solid angle). According to Roy and Carette, who have summarized all these criteria for various analysers including these two, the CMA in the second-order focusing arrangement (i.e. \( \alpha = 42.3^\circ \)) is consistently the best. However, they also make the very pertinent point that the criteria take no account of the way in which a particular analyser is to be applied, and that point is certainly relevant in the present context. The choice must depend on practical considerations. This is precisely the reason why the CMA has up to now been the prime choice for AES, because of its high transmission at moderate energy resolu-
tion, while the CHA is always preferred for XPS, because, particularly with the addition of a lens, it can maintain adequate luminosity at high-energy resolution. Also, of course, the CHA, with its narrow acceptance angle, is suited to angular dependence measurements, while the CMA is in general not so suited because it collects over 360° (although in the new models there is an internal shutter which can be used to select variable sectors; see Chapter 4.) Development of the CMA will probably go in the direction of increased size only, since it is difficult to see how it could accommodate a lens, whereas it is unlikely that the development of the input lens to the CHA has reached its optimum.
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3.1 Introduction

In this chapter are considered the features which may be found in secondary electron and in X-ray photo-electron spectra, from the viewpoints both of their physical origin and of their information content. Since Auger features are contained in both spectra, while X-ray-excited spectra contain in addition photo-electron features, it is logical to describe the secondary electron spectrum first. Before doing either, however, it is necessary to discuss the derivation of the nomenclature used for the description of the two principal types of spectral feature.

3.2 Nomenclature

For a proper discussion of the nomenclature used in the two techniques being described here, one must go back to details of the momenta associated with the orbiting paths of electrons around atomic nuclei. Since an electron is a charged particle, its orbit around a nucleus induces a magnetic field whose intensity and direction depend on the electron velocity and on the radius of the orbit, respectively. Clearly the two latter quantities can be characterized by an angular momentum, called the orbital angular momentum, which of course is quantized since the electron can travel only in certain discrete orbitals. The characteristic quantum number is \( l \), and \( l \) can take the values 0, 1, 2, 3, 4, ... Another property of an orbiting electron is the electron spin, i.e. positive or negative, which also induces an inherent magnetic field; the latter
in turn has an associated spin momentum, characterized by a spin quantum number $s$, which can take either of the values $\pm \frac{1}{2}$. Thus the total electronic angular momentum is a combination of the orbital angular and spin momenta, and this combination is in fact simply the vector sum of the two momenta. However, it is most important in the present context to note that the vector summation can be carried out in two ways, rejoicing in the names of $j-j$ coupling and $L-S$ (also called Russell-Saunders) coupling, respectively.

### 3.2.1 $j-j$ coupling

In this summation, the total angular momentum of a single isolated electron is obtained by summing vectorially the individual electronic spin and angular momenta. For the particular electron the total angular momentum is then characterized by the quantum number $j$, where $j = l + s$. Obviously $j$ can take the values $\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots$ To arrive at the total angular momentum for the whole atom, summation is then performed for all electrons, the result being the total atomic angular momentum with an associated quantum number $J$, where $J = \Sigma j$. This description of the summation is known as $j-j$ coupling.

Strictly speaking, $j-j$ coupling is the best description of electronic interaction in elements of high atomic number, i.e. $Z > \sim 75$, but in fact the nomenclature based on it has been used for both Auger and spectroscopic features for all parts of the Periodic Table. This does not matter for the features arising from photo-electron production, since the final state of the atom is singly ionized, but in the Auger process, where the final state is doubly ionized, interactions between the two holes in the final state can lead to situations where the $j-j$ description is inadequate. This will be discussed below.

Under the $j-j$ coupling scheme the nomenclature is based on the principal quantum number $n$ and on the electronic quantum numbers $l$ and $j$ mentioned above. In the historical X-ray notation, states with $n = 1, 2, 3, 4, \ldots$ are designated $K, L, M, N, \ldots$, respectively, while states with various combinations of $l = 0, 1, 2, 3, \ldots$ and $j = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots$ are given conventional suffixes, 1, 2, 3, 4, \ldots, according to the listing in Table 3.1. The X-ray notation is almost always used for Auger transitions, so that, for example, in $j-j$ coupling there would be six predicted $KLL$ transitions, i.e. $KL_1L_1$, $KL_1L_2$, $KL_1L_3$ $KL_2L_2$, $KL_2L_3$ and $KL_3L_3$. This is still the most universally used nomenclature in AES.

The spectroscopic nomenclature is directly equivalent to the X-ray, and is more obviously related to the various quantum numbers. In it the principal quantum number appears first, then states with $l = 0, 1, 2, 3, \ldots$ are designated $s, p, d, f, \ldots$, respectively, and follow the first number, and finally the $j$ values are appended as suffixes. Thus the state written $L_3$ in the X-ray notation, in which $n = 2, l = 1$ and $j = \frac{3}{2}$, would be written $2p_{3/2}$ in the spectro-
In Table 3.1 the spectroscopic terms are listed opposite their X-ray equivalents. It is conventional to identify a photo-electron feature in terms of the spectroscopic name of the atomic level from which the photo-electron was ejected.

### 3.2.2 L–S coupling

The other way of carrying out the vectorial summation is first to sum all the individual electronic angular momenta and then all the individual electronic spin momenta. These two total momenta are then characterized by two quantum numbers, the total atomic orbital angular momentum quantum number \( L \), which is equal to \( \sum l \), and the total atomic spin quantum number \( S \), which is equal to \( \Sigma s \). Coupling of the two total momenta to give the total atomic angular momentum can then be characterized as before by the quantum number \( J \), which is now, however, equal to \( |L \pm S| \). Since \( L \) and \( S \) can take the values 0, 1, 2, 3, \ldots, \( J \) can take any integral value between \( |L–S| \) and \( |L+S| \).

The origin of the name ‘L–S coupling’ is obvious.

L–S coupling has been found to apply to elements of low atomic number, i.e. \( Z < \approx 20 \). In this coupling scheme the nomenclature is that of term symbols of the form \((2S+1)L\) describing the electron distribution in the final state. By analogy with the spectroscopic notation of Table 3.1, states with \( L = 0, 1, 2, 3, \ldots \) are designated in capitals \( S, P, D, F, \ldots \), while the total spin quantum number \( S \) enters as the prefix \((2S+1)\). (The state \( S \) corresponding to \( L = 0 \) should not here be confused with \( S \), the total spin quantum number.)

As for \( j–j \) coupling, L–S coupling predicts six possible components in the \( KLL \) series, listed in Table 3.2, but one of these is forbidden through the
Table 3.2  Notation in L–S coupling

<table>
<thead>
<tr>
<th>Transition</th>
<th>Configuration</th>
<th>L</th>
<th>S</th>
<th>Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL₁L₁</td>
<td>2s⁰2p⁶</td>
<td>0</td>
<td>0</td>
<td>1S</td>
</tr>
<tr>
<td>KL₁L₂,₃</td>
<td>2s¹2p⁵</td>
<td>[1 1 3P]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KL₂,₃L₂,₃</td>
<td>2s²2p¹</td>
<td>[1 1 3P]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Forbidden.

principle of conservation of parity. Also shown in Table 3.2 is a frequently used way of describing the final-state configuration following an Auger transition ABC by writing down the electron populations in the levels B and C, e.g. 2s¹2p⁵ for KL₁L₂,₃.

The L–S classification and notation has been used mostly by those recording Auger spectra at high energy resolution in order to provide data for comparison with theoretical calculations, and is not normally encountered in everyday use. The same is true of the mixed, or intermediate, coupling scheme which must be used in the region of the Periodic Table where neither L–S nor j–j coupling is adequate to describe the final-state configuration. In intermediate coupling each L–S term is split into multiplets of different J values, so that the term symbols are now of the form (2S+1)LJ. As can be seen from Table 3.3, ten possible final states are predicted in the KLL series, but one is forbidden for the same reasons as before. There have been several examples of experimental evidence for the existence of nine lines in a KLL spectrum.

Table 3.3  Notation in intermediate coupling

<table>
<thead>
<tr>
<th>Transition</th>
<th>Configuration</th>
<th>L–S term</th>
<th>L</th>
<th>S</th>
<th>J</th>
<th>IC term</th>
</tr>
</thead>
<tbody>
<tr>
<td>KL₁L₁</td>
<td>2s⁰2p⁶</td>
<td>1S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1S₀</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1P</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1P₁</td>
</tr>
<tr>
<td>KL₁L₂,₃</td>
<td>2s¹2p⁵</td>
<td>3P</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3P₀</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3P</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3P₁</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1S₀</td>
</tr>
<tr>
<td>KL₂,₃L₂,₃</td>
<td>2s²2p¹</td>
<td>3P</td>
<td>[1 1 3P]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3P</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3P₂</td>
</tr>
</tbody>
</table>

*Forbidden.
Figure 3.1  The transition from pure $L-S$ through intermediate to pure $j-j$ coupling across the Periodic Table, and its effects on relative energies in the $KLL$ Auger series. (Reproduced from Sevier$^2$ by permission of John Wiley & Sons Inc.)

As Table 3.3 implies, it is customary to use a mixed notation, so that the $KLL$ series, in approximate order of increasing energy, would be $KL_1L_1(^1S_0)$, $KL_1L_2(^1P_1)$, $KL_1L_2(^3P_0)$, $KL_2L_2(^1S_0)$, $KL_1L_3(^3P_1)$, $KL_1L_3(^3P_2)$, $KL_2L_3(^1D_2)$, $KL_2L_3(^3P_1)$ (forbidden), $KL_2L_3(^3P_0)$ and $KL_3L_3(^3P_2)$. The transition in the $KLL$ series across the Periodic Table from pure $L-S$ through intermediate to pure $j-j$ coupling is shown in Figure 3.1.

3.3 The Electron-excited Secondary Electron Spectrum

When the energies of secondary electrons produced as a result of irradiation of a solid surface by an incident electron beam are analysed, the energy
distribution of the ejected electrons looks typically like that in the lower part of Figure 3.2. At the energy of the primary electrons, there is a large, narrow, peak in intensity corresponding to those electrons that have been reflected from the surface with virtually no loss in energy, i.e. elastically scattered electrons. If the surface is that of a single crystal then these electrons contain structural information by virtue of diffraction from the regular atomic array, and are in fact used in LEED and RHEED. Associated with the elastic peak at lower energies is a series of smaller, broader, peaks whose intensity decreases successively away from the elastic peak. These are the plasmon loss peaks. At the other end of the energy distribution can be seen another large peak, very broad, peaking at a few electronvolts and extending many tens of electronvolts up the energy scale. In that peak are the so-called ‘true’ secondary
electrons; of course, all electrons ejected from a surface on primary electron irradiation are secondaries, but conventional terminology distinguishes the true secondaries from the others, mainly for historical reasons. The many investigations carried out under the heading of 'secondary electron emission' have all been concerned with the low-energy secondaries, which are produced by a cascade process.

Between the elastic and the true secondary peak, and often actually situated on the slope of the latter, are other features, some distinguishable easily as peaks, and some not, due mostly to Auger emission. Those few that are not Auger peaks are either associated plasmon loss peaks or ionization loss peaks. In conventional AES, where the highest spatial resolution is not sought and in which therefore the current in the incident electron beam can be maintained at $10^{-5}$–$10^{-7}$ A, it is normal to record the spectrum as the differential with respect to energy. Thus the energy distribution in the lower half of Figure 3.2 would appear as the differential distribution shown in the upper half of the figure. Not only does differentiation help to make weak features more readily identifiable, but it also removes the background to a large extent; it is particularly valuable in revealing more clearly features situated on the steep slopes of the 'true' secondary electron peak.

In the following section the features and their origins, arising from Auger emission and from various loss processes, will be described. Most of the description will be based on the differential spectrum, since it is still the one most commonly encountered.

### 3.3.1 Auger electron spectra

#### 3.3.1.1 The Auger process

The left-hand side of Figure 3.3 shows a schematic energy level diagram of a solid, energy being measured downwards from an assumed zero of energy at the Fermi level. More formally, the zero should be taken as that at the vacuum level at an infinite distance, but in both XPS and AES it is normal to measure binding energies with respect to the Fermi level.

In the centre of Figure 3.3 is shown the sequence of events following ionization of a core level. For this example the $K$ level is shown as being ionized by an incident electron, whose energy $E_p$ must obviously be greater than the binding energy $E_K$ of an electron in $K$. Due to the way in which the ionization cross-section depends on $E_p$, it is in fact necessary in practice for $E_p$ to be greater than about $5E_K$ for efficient ionization, as will be shown in Chapter 5. Following creation of a hole in the level $K$, the atom relaxes by filling the hole via a transition from an outer level, in this example shown as $L_1$. As a result of that transition the energy difference ($E_K - E_{L_1}$) becomes available as excess kinetic energy, and this excess energy can be used by the
atom in either of two ways. It can appear as a characteristic X-ray photon at that energy or it can be given to another electron either in the same level or in a more shallow level, whereupon the second electron is ejected. The first process is that of X-ray fluorescence, the second that of Auger emission. Clearly both cannot take place from the same initial core hole, so that they compete. However, as Figure 3.4 indicates for K shell ionization, the probability of relaxation by Auger emission is favoured overwhelmingly over that of X-ray fluorescence for relatively shallow core levels, i.e. with binding energies below about 2 keV. The same is true for the L, M, N, etc., atomic levels. If this were not so, signal strengths in AES would be much smaller and it would not therefore be as useful a technique as it is.

The Auger transition depicted in Figure 3.3 would be named in the conventionally used j–j coupling \( KL_{1}L_{2,3} \). Obviously in the same notation other transitions are possible in the atom depicted in that figure, e.g. \( KL_{1}L_{1} \), \( KL_{2,3}L_{2,3} \), \( L_{1}L_{2,3}L_{2,3} \), etc. The electrons taking part in the Auger process might also originate in the valence band of the solid, in which case the convention writes the transitions as, for example, \( KL_{2,3}V \) if one electron comes from the valence band and, for example, \( KVV \) if both do.

The energy of the ejected Auger electron in the example of Figure 3.3 is...
Figure 3.4 Relative probabilities of relaxation by emission of an Auger electron and by emission of an X-ray photon of characteristic energy, following creation of a core hole in the $K$ shell.

$$E_{KL_{1}L_{2,3}} = E_K - E_{L_{1}} - E_{L_{2,3}}^*$$ (3.1)

where $E_i$ are the binding energies of the $i$th atomic energy levels. $E_{L_{2,3}}^*$ is starred because it is the binding energy of the $L_{2,3}$ level in the presence of a hole in level $L_1$, and is therefore different from $E_{L_{2,3}}$. The various contributions to the difference between $E_i^*$ and $E_i$, in the general case, will be discussed below. It is sufficient for the moment to note that the Auger energy expressed by equation (3.1) is a function only of atomic energy levels, so that for each element in the Periodic table there is an unique set of Auger energies, there being no two elements with the same set of atomic binding energies. Thus analysis of Auger energies immediately leads to elemental identification. Even when either or both electrons in the Auger process originate in the valence band, the analysis provides elemental identification, since the dominant term in equation (3.1) is always the binding energy of the initially ionized core level.

For heavy elements it will be clear from equation (3.1) that the number of energetically possible Auger transitions, for a given primary electron energy, can become very large indeed, as the number of atomic levels proliferates. Fortunately for AES, the transition probabilities favour only a few of the very many, so that even for the heaviest elements the problem is not intractable.
3.3.1.2 Auger energies

An approximation to the energy $E_{ABC}$ of the Auger transition ABC in an atom of atomic number $Z$, that has proved sufficiently accurate for most practical purposes, is the one derived empirically by Chung and Jenkins.\(^3\) It is

$$E_{ABC}(Z) = E_A(Z) - \frac{1}{2}[E_B(Z) + E_B(Z + 1)] - \frac{1}{2}[E_C(Z) + E_C(Z + 1)]$$

(3.2)

$E_i(Z)$ are the binding energies of the $i$th levels in the element of atomic number $Z$ and $E_i(Z + 1)$ of the same levels in the next element up the periodic table, various compilations of $E_{ABC}$, such as that of Coghlan and Clausing\(^4\), are available, based on equation (3.2).

A more physically acceptable expression for the Auger energy is

$$E_{ABC} = E_A - E_B - E_C - \mathcal{F}(BC : x) + R_{x}^{\text{in}} + R_{x}^{\text{ex}}$$

(3.3)

where $\mathcal{F}(BC : x)$ is the energy of interaction between the holes in B and C in the final atomic state $x$ and the $R_x$ are relaxation energies. The latter energy terms arise from the additional screening of the atomic core necessary when there is a hole in a core level, and it is achieved by an inward collapse or 'relaxation' of outer electronic orbitals towards the core. As the relaxation takes place, there is an increased interaction of the electrons in the outer orbitals with electrons in the inner orbitals, via Coulomb and exchange integrals. The term $R_{x}^{\text{in}}$ is the *intra-atomic* relaxation energy, i.e. the relaxation energy appropriate to an isolated atom. In a molecule or in a solid, where additional screening electrons are available from the environment of the ionized atom, i.e. from other atoms or from the valence band, respectively, then the additional $R_{x}^{\text{ex}}$ term appears, called the *extra-atomic* relaxation energy. The magnitudes of the $\mathcal{F}$ and $R$ terms are often considerable. Table 3.4 gives examples calculated for the $L_3M_{4,5}M_{4,5} : 3P$ transitions of metallic nickel, copper and zinc by Kim, Gaarenstroom and Winograd.\(^5\)

In the calculation of Auger energies using equation (3.3) it is customary to use experimentally determined binding energies for the $E_i$ and calculated values for the other terms, so that the approach is semi-empirical. Various

<table>
<thead>
<tr>
<th>Metal</th>
<th>$\mathcal{F}(M_{4,5}M_{4,5} : 3P)$</th>
<th>$R_{3P}^{\text{in}}$</th>
<th>$R_{3P}^{\text{ex}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>26.6</td>
<td>9.9</td>
<td>18.2</td>
</tr>
<tr>
<td>Cu</td>
<td>26.3</td>
<td>10.6</td>
<td>11.0</td>
</tr>
<tr>
<td>Zn</td>
<td>29.4</td>
<td>12.3</td>
<td>9.6</td>
</tr>
</tbody>
</table>
authors have provided tables of such semi-empirically determined Auger energies, the most extensive tabulation being that of Larkins,\(^6\) who has covered the Auger series $K_{LL}$, $K_{LM}$, $L_{3MM}$, $L_{3MN}$, $M_{5NN}$, $M_{5NO}$, and $N_{5OO}$, all within the intermediate coupling system.

This identification of features in the secondary electron spectrum as arising from Auger emission could be made, in principle, by checking the observed kinetic energies against the energies calculated from expressions (3.2) or (3.3), the latter being more accurate and also providing energies of the individual final-state terms. On the other hand, there are by now several atlases of recorded Auger spectra available, in which the principle Auger peaks are labelled with their kinetic energies, making elemental identification easy in most cases. There are slight differences between these compilations, due to different recording conditions and different energy analysers used in each case, but these differences are not usually large enough to matter. It must be remembered that the spectra are in all cases shown in the differential $EdN(E)/dE$ mode, in which by convention the energetic position of the Auger peak is taken as that of the minimum in the high-energy negative excursion. Clearly such a conventional energy does not correspond to the actual peak energy in the undifferentiated, or direct, spectrum, and will differ from it by an amount of energy that depends on the peak width. Thus close agreement between Auger energies obtained from the differential distribution and those calculated should not be expected, but such a comparison is not usually attempted. In practise, the Auger atlases are used on a day-to-day basis in applied AES, in which the differential mode is still by far the more common, while the results of the detailed energy calculations are used by those working in the undifferentiated mode, generally derived from X-ray rather than electron excitation.

### 3.3.1.3 Auger intensities

Inspection of any one spectrum, or comparison of the spectra from any two adjacent elements in the above-mentioned atlases, reveals at once that the relative intensities of different Auger transitions within the same element, or of the same Auger transition in different elements, show large variations. The reasons for these variations are in general well known, but, unlike the situation for the calculation of Auger energies, that for the calculation of Auger intensities (or transition probabilities) is not nearly so good. There is no simple semi-empirical formula that will produce a set of usable relative intensities, and even the complex formulations that have to be used by the theoreticians have not yet been particularly successful in the accurate prediction of intensities, especially in the solid state. The relationship between the intensity of an Auger peak from a given element and its concentration, when present with other elements on a surface, will be discussed in Chapter 5, but
in the present context it is sufficient merely to note that intensities cannot be predicted with the same certainty as can energies. Where comparison of intensities is important, recourse must be had once again either to the published Auger atlases or to sets of elemental spectra compiled in one's own laboratory.

3.3.1.4 Characteristic Auger series

Since, as shown in Chapter 5, the dependence of the cross-section for ionization by electrons on the primary electron energy passes through a maximum at about 4–5 times the primary energy, and since a typical primary energy in current use would be 10 keV, there are necessarily limitations in any one part of the Periodic Table on the Auger transitions that can be excited with optimum efficiency. Thus Auger transitions based on K shell ionization are limited in usefulness to the range from lithium (in the solid state) to silicon, on L₃ shell ionization to the range from magnesium to rubidium, on M₅ ionization to the range from gallium to osmium, and so on. The practical effect of these limitations is that in each region of the Periodic Table there is a characteristic set, or series, of Auger transitions which is the most prominent under the standard experimental conditions normally employed. Some examples of

![Auger spectra](image)

**Figure 3.5** Auger spectra in the differential distribution characteristic of the lightest elements. The principal peak is the $KL_{2,3}L_{2,3}$. The relative intensities are not to scale. (Reproduced from Davis et al.⁷ by permission of Perkin-Elmer Corporation)
these series are shown in Figures 3.5 to 3.9, taken from the *Handbook of Auger Electron Spectroscopy* by Davis et al.\(^7\)

In Figure 3.5 it can be seen that for the light elements of the Auger transition \(KL_{2,3}L_{2,3}\) (\(KL_1L_1\) for beryllium) dominates for most of the range. For magnesium, aluminium and silicon, which are not illustrated, the low-energy \(L_{2,3}VV\) transition also becomes strong and for the elements from phosphorus to calcium it is sufficiently intense to be used for identification, \(K\) shell ionization no longer being available as mentioned above. In the series of 3\(d\) transition metals, from scandium to copper, the characteristic 'fingerprint' is the \(LMM\) triplet, consisting, in order of decreasing energy, of the transitions \(L_3VV\),

---

Figure 3.6 Auger spectra in the differential distribution for scandium, titanium and vanadium. The characteristic features are the \(LMM\) triplet and the low-energy \(M_{2,3}VV\) peak. (Reproduced from Davis *et al.*\(^7\) by permission of Perkin-Elmer Corporation)
$L_3M_{2,3}V$ and $L_3M_{2,3}M_{2,3}$. Figures 3.6 to 3.8 illustrate the progression of this triplet through the series, and it can be seen clearly how the relative magnitudes of the individual components change, particularly that of the $L_3VV$ to the other two (note, also, Figure 5.7 in Chapter 5). The gradual increase in the intensity of the latter transition reflects, of course, the progressive filling of the valence band to completion at copper. Another striking and characteristic Auger series can be found amongst the $4d$ transition metals, and is shown in Figure 3.9. The principal feature there is the closely spaced $M_{4,5}N_{4,5}N_{4,5}$ doublet, the spacing being that between $M_4$ and $M_5$. In other regions of the

![Image](https://via.placeholder.com/150)

**Figure 3.7** Auger spectra in the differential distribution for chromium, manganese and iron. The $LMM$ triplet seen at the start of the first transition series in Figure 3.6 is now well developed, and the $L_{2,3}VV$ peak is also stronger. (Reproduced from Davis et al. by permission of Perkin-Elmer Corporation)
Figure 3.8 Auger spectra in the differential distribution for cobalt, nickel and copper. In the LMM triplet the $L_3VV$ peak at the highest indicated energies is now predominant due to the filling of the metal $d$ bands, the filling being complete at copper. (Reproduced from Davis et al. by permission of Perkin-Elmer Corporation)

Periodic Table there are other series characteristic of the elements in those regions, but none is quite as immediately recognizable as any of those described above.

The Auger spectra in Figures 3.5 to 3.9 also reveal many minor features, mostly due to weak Auger transitions, and obviously in alloys or compounds or other multielement materials there is always present the possibility of overlap of the Auger features of one or more of the constituent elements. Where, as for example amongst the $3d$ transition metals, there are several prominent transitions, it is always possible to find one that is clear of interference, but problems can arise where there is overlap between the position of the only Auger peak available for a light element and a prominent peak belonging to a
Figure 3.9 Auger spectra in the differential distribution for metals in the second transition series. Apart from rhodium and palladium, where it is poorly resolved, the characteristic feature is the sharp, closely spaced $M_{4,5}N_{4,5}N_{4,5}$ doublet, the separation being that between $M_4$ and $M_5$. (Reproduced from Davis et al., by permission of Perkin-Elmer Corporation)

heavy element. Examples are chlorine and argon with molybdenum, boron with niobium, sulphur with zirconium and carbon with ruthenium. Where in doubt, it is best to use spectrum subtraction techniques, in which a standard 'clean' spectrum is subtracted from the suspect one.

3.3.1.5 Auger fine structure

Fine structure in Auger spectra can be seen frequently from both metals and non-metals, and originates either in chemical effects or in final-state effects. In general, structure due to chemical effects can usually be observed in conventional electron-excited AES, but that due to final-state or hole localization
effects must be recorded at much higher energy resolution, in the direct or undifferentiated mode, using X-ray excitation.

Chemical effects can arise from the same source as the so-called 'chemical shift' that is the strength of XPS, i.e. the binding energy of electrons in the core level being ionized can alter with chemical environment, leading to a

Figure 3.10  Example of fine structure in Auger spectra, due to a chemical shift in the binding energy of the ionized core level. The electron-excited differential Auger spectra of indium in the clean and partially oxidized states shown at the bottom reveal fine structure after partial oxidation, not seen in the clean state. Analysis of the photon-excited and undifferentiated Auger spectra in the top part shows by subtraction that the fine structure originates in shifts of 2.7 and 3.4 eV in the $M_4$ and $M_5$ levels on oxidation. The Auger spectrum in the partially oxidized state is thus a superposition of the clean and 'oxidized' spectra
similar shift in the consequent Auger transition. Where atoms of a particular element are present on a surface in more than one chemical state, then there is the consequent possibility of Auger fine structure by this mechanism. An example shown in Figure 3.10 is that of indium where the fine structure arrowed in the conventional differential spectrum at the bottom is seen to be due to a shifted Auger peak when the spectrum is integrated numerically, as shown at the top. In this case it is the shift of 2.8 and 3.4 eV in the $M_4$ and $M_5$ core levels, respectively, on oxidation that causes the shift in the $M_{4.5}N_{4.5}N_{4.5}$ Auger transitions and hence the appearance of the additional structure.

The more commonly observed fine structure due to chemical effects, however, arises in the Auger spectra of non-metallic elements present on surfaces in one or more of various possible chemical states. When, for example, such an element is part of a chemisorbed layer on a metallic substrate, the most

Figure 3.11 The $KLL$ Auger spectra of carbon in different chemical situations. In the spectra in the upper part the asterisk * signifies recordings made after ion bombardment. (Reproduced from Kny and Kleefeld by permission of the American Institute of Physics and Elsevier Sequoia)
intense Auger transitions characteristic of the element will be those in which ionization of a core level in the element is followed by transfer of valence electrons from the substrate for the subsequent Auger relaxation. In other words, although the average energetic position of the resultant peak in the Auger spectrum will be characteristic of the element, which can thus still be identified, the shape of the peak, including the fine structure, will be related to the local density of the valence states adjacent to the chemisorption site. Since the local density of states (LDOS) will vary from one substrate to another, and from one type of site to another on any one substrate, it follows that variations in the shape and fine structure associated with the Auger peak(s) of the chemisorbed species will be observed.

The earliest example to be observed of these variations, and still one of the most striking, is that of the KVV Auger spectrum of carbon in different chemical situations. Figure 3.11, taken from various authors,\(^8\) shows that both the overall appearance of the Auger peak shape, and the associated fine structure change markedly on going from graphite to various carbides, and even after ion bombardment of solid carbon. Note the particularly sharp fine structure present in the carbide spectra. Another example is given in Figure 3.12 for the sulphur \(L_{2,3}VV\) Auger peak on three transition metals; the differences are not quite so great as for carbon, but are significant. Similar variations have been recorded for nitrogen, phosphorus and even oxygen,\(^10\) which is more electronegative than the others mentioned here. Such valence spectra can be used either to derive information about the LDOS at the ionized surface site, by self-deconvolution, or, at a lower but more immediately useful level, to act as 'fingerprints' of the particular chemical form or compound present. In the present context of spectral interpretation it is sufficient to point out that the fine structure due to chemical effects is not uncommon and that it must therefore be recognized for what it is.

The other type of fine structure, originating in correlations between the two holes that are left in the atom at the end of the Auger process, is intrinsic to certain metals. In these metals Auger transitions of the type \(CVV\), where \(C\) is a core level, produce line shapes whose widths even before deconvolution are much narrower than those of the valence bands \(V\), and thus there would be no possibility whatsoever of deriving information about the valence density of states in the metals. The widths are in fact similar to those expected from the same transition in the free atom, allowing for solid-state broadening, and the Auger spectra are thus labelled 'quasi-atomic'. The physical explanation is that in such metals the effective interaction energy between the two holes in the final state is much larger than the width of the valence band, and therefore the holes cannot decay rapidly as they would be able to do if their interaction energy were lower. As a result the holes became localized near the ionization atom for a significant time, leading to a situation formally similar to that in an isolated atom. Under these circumstances the electronic correlation between
the holes gives rise to a splitting of the $CVV$ spectrum into multiplets that can be described by the term symbols given in Section 3.2.2 on $L–S$ and intermediate coupling.

The metals for which the ‘quasi-atomic’ type of behaviour has definitely been established are those from nickel to selenium, from silver to tellurium and from thallium to bismuth; it is possible there may be others. Some metals for which the ‘quasi-atomic’ Auger character is not normally observed can show that character when present in a dilute alloy.\textsuperscript{11} Since some of the multiplet splittings are small, it is necessary to record the Auger spectra at higher energy resolution than that normally used; this is generally only possible by recording the undifferentiated spectrum by pulse counting in an XPS system, i.e. using X-ray rather than electron excitation. Examples of Auger spectra obtained in this way, showing well-developed fine structure arising from the
Figure 3.13 Fine structure in the $M_{4,5}N_{4,5}$ Auger spectrum of cadmium due to multiplet splittings in the final state of the Auger process. The upper part is the observed spectrum with the assumed inelastic background shown as the dashed line. The lower part shows the calculated positions and intensities of the various multiplet components for each group, with the resultant theoretical envelope (solid line) compared with the experimental points. (Reproduced from Aksela and Aksela\textsuperscript{12} by permission of the Institute of Physics)
above 'quasi-atomic' behaviour, are given in Figure 3.13. The nomenclature based on \( j-j \) coupling labels the two groups of peaks as \( M_5N_{4.5}N_{4.5} \) and \( M_4N_{4.5}N_{4.5} \), respectively, taking no account of the multiplet splittings. Underneath the experimental spectra are shown the calculated positions and relative intensities of the multiplets corresponding to the nine permitted final states; it is not easy to distinguish all nine since the energies of the \( ^3P_0 \) and \( ^3P_1 \) states are almost the same, but it can be seen that the energetic positions based on atomic structure calculations agree well with experiment.

### 3.3.1.6 Plasmon loss features

Any electron of sufficient energy passing through a solid can excite one or other of the modes of collective oscillation of the sea of conduction electrons. These oscillations have frequencies characteristic of the material of the solid, and therefore need characteristic energies for excitation. An electron that has given up an amount of energy equal to one of these characteristic energies, in the course of excitation, is said to have suffered a plasmon loss. Within the solid the loss is said to be that of a 'bulk' plasmon, and if the fundamental characteristic frequency of the bulk plasmon is \( \omega_b \), then the plasmon energy loss is clearly \( h \omega_b \). Since electrons that have suffered a plasmon loss in energy can themselves suffer further losses of this kind in a sequential fashion, then a series of losses, all equally spaced by \( h \omega_b \) but of decreasing intensity, will occur.\(^\text{13}\)

At a surface the regular atomic lattice of the solid terminates and the conditions for the setting up of oscillations of frequency \( \omega_b \) are no longer satisfied. Instead, a rather localized type of collective oscillation can be excited, of fundamental frequency \( \omega_s \), referring to the surface, where \( \omega_s \) is less than \( \omega_b \). For a free electron metal \( \omega_s \) can be shown\(^\text{13}\) theoretically to be equal to \( \omega_b / \sqrt{2} \), or more generally\(^\text{14}\) to \( \omega_b / (1 + \varepsilon)^{1/2} \), where \( \varepsilon \) is the dielectric constant.

When, therefore, the energies of electrons that have been ejected from a solid are analysed, there will be found associated with prominent peaks in the spectrum a series of plasmon loss peaks. The fundamental or 'first' plasmon loss will always be visible, and, dependent on the material and the experimental conditions, several multiple plasmon losses of decreasing size may also be visible. According to the surface condition of the material and to the kinetic energy of the parent peak, surface plasmon loss peaks may be discernible, but will always be of a lower intensity than the adjacent bulk plasmon peak.

A very clear example of an Auger spectrum containing all the above-mentioned features is given in Figure 3.14, in which the various losses are associated with the \( KLL \) peaks of aluminium. In the figure the \( KLL \) transitions are shown as excited by both electrons and soft X-ray photons, demonstrating that, for the same energy resolution, the shape of an Auger peak is the
Figure 3.14 Electron-excited and photon-excited plasmon loss fine structure associated with the aluminium KLL Auger spectrum. The parent Auger peaks and their spectral terms are indicated as $KL_{2,3}L_{2,3}(^1D)$, $KL_{2,3}L_{2,3}(^1S)$, $KL_{1}L_{2,3}(^3P)$, etc. The surface plasmons are indicated as $S$ and the successive bulk plasmons as $B_1$ and $B_2$; coupling between bulk and surface plasmons is thus $(B_1 + S)$ and $(B_2 + S)$. (Reproduced from Dufour et al. 16 by permission of The Royal Swedish Academy of Sciences)

same for either method of excitation and also that the same associated plasmon losses occur.

In an AES spectrum the largest peak is generally that of the elastically scattered electrons, and if the primary electron beam has a narrow spread in energy, then the elastic peak is also narrow when adequate energy resolution is used in the energy analyser. Under these conditions the plasmon loss structure associated with the elastic peak is both intense and well resolved, and the
surface plasmon loss $h\omega_s$ in particular has proved useful as a surface cleanliness diagnostic. By reducing the primary energy to 50–300 eV, typically, where the penetration of the beam into the solid is very low and all loss processes are occurring at or near the surface, the surface plasmon loss can be considerably enhanced. The level of detectability of the resultant loss peak, coupled with the sensitivity of the surface plasmon loss to surface contamination and reaction, is then such that the state of cleanliness of a surface can be judged at least as sensitively from observation of that peak as that of the Auger peaks characteristic of contaminants.

Figure 3.15 Bulk and surface plasmon losses from clean and slightly oxidized aluminium surfaces associated with the elastically scattered peak at a primary energy of 100 eV. The magnitude of the surface plasmon loss peak is a sensitive monitor of surface cleanliness. (Reproduced from Massignon et al.\textsuperscript{16} by permission of the American Institute of Physics)
The surface plasmon loss peak has been used in this way by, for example, Massignon et al. Figure 3.15, from their paper, shows how sharply the surface plasmon loss peak from aluminium is reduced due to slight oxygen contamination.

3.3.1.7 Ionization loss features

As depicted earlier in Figure 3.3, the first step in the electron-excited Auger process is the ionization of a core level by an incoming primary electron. Once an electron has entered a solid and lost energy by one or more loss processes any information about its origin is lost and it becomes indistinguishable from the other electrons in the solid. Thus on ionization two electrons are created in the solid, and since an electron can give up any fraction of its kinetic energy either of the two electrons can have energy from \((E_p - E_i)\) to zero. For ionization of \(E_i\), kinetic energies above \((E_p - E_i)\) are not possible since all levels are filled up to \(E_i\), from which \(E_i\) is measured, and there is thus nowhere for an excited electron to go except to empty, allowed, states beyond \(E_F\).

In the undifferentiated secondary electron spectrum, therefore, the ionization loss feature would appear as a shallow step at a kinetic energy \((E_p - E_i)\), followed by a decreasing tail stretching all the way to zero energy. Such a step is very difficult to observe in the undifferentiated spectrum, but may be revealed more clearly, as for Auger features, by the usual differentiation with respect to energy.\(^{17}\)

3.4 The X-ray Photoelectron Spectrum

3.4.1 Primary structure

Figure 3.16 depicts a wide scan spectrum of a clean silver surface obtained using Mg K\(\alpha\) radiation and an analyser operating in the constant pass energy mode (constant \(\Delta E\)). A series of peaks are observed on a background which generally increases to low kinetic energy (high binding energy) but which also shows step-like increases on the low kinetic energy side of each significant peak. When, as in this case, the X-ray source is non-monochromatic, the output consists of a broad continuous distribution (Bremsstrahlung radiation upon which are superimposed lines characteristic of the target (anode) material. All these X-rays give rise to photo-electron emission according to the equation

\[
E_K = h\nu - E_B - \phi
\]

(3.4)

here \(E_K\) is the measured electron kinetic energy (KE), \(h\nu\) the energy of the exciting radiation, \(E_B\) the binding energy (BE) of the electron in the solid and
the 'work function' (a catch-all term whose precise value depends on both sample and spectrometer, see Appendix I). Equation (3.4) assumes that the photo-emission process is elastic. Thus each characteristic X-ray (Mg Kα₁,₂, etc., see below) will give rise to a series of photo-electron peaks which reflect the discrete binding energies of the electrons present in the solid.

The photo-emission process is inelastic if the photo-electron suffers an energy change (usually an energy loss) between photo-emission from an atom in the solid and detection in the spectrometer. Characteristic energy loss processes are discussed later; for the moment it is sufficient to note that the background 'step' to low kinetic energy of the photo-electron peaks is due to inelastic photo-emission (energy loss within the solid). Photo-emission by Bremsstrahlung radiation gives rise to a general background which is dominant in the low binding energy region of the spectrum. Secondary electrons resulting from inelastic photo-emission increasingly dominate the background at lower kinetic energy. The peaks observed in Figure 3.16 can be grouped into three basic types: peaks due to photo-emission from core levels and valence levels and peaks due to X-ray excited Auger emission (Auger series).

3.4.1.1 Core levels

The core-level structure in Figure 3.16 is a direct reflection of the electron structure of the silver atom. Mg Kα radiation (1253.6 eV) is only energetic
Table 3.5 Spin-orbit splitting parameters

<table>
<thead>
<tr>
<th>Subshell</th>
<th>j values</th>
<th>Area ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>$\frac{1}{2}$</td>
<td>—</td>
</tr>
<tr>
<td>p</td>
<td>$\frac{1}{2}, \frac{3}{2}$</td>
<td>1 : 2</td>
</tr>
<tr>
<td>d</td>
<td>$\frac{3}{2}, \frac{5}{2}$</td>
<td>2 : 3</td>
</tr>
<tr>
<td>f</td>
<td>$\frac{5}{2}$</td>
<td>3 : 4</td>
</tr>
</tbody>
</table>

enough to probe the core levels of silver up to the 3s shell. It is immediately clear that the core levels have variable intensities and widths and that non-s levels are doublets.

The doublets arise through spin-orbit \((j-j)\) coupling which has previously been discussed in Section 3.2.1. Two possible states, characterized by the quantum number \(j = l \pm s\) arise when \(l > 0\) (see Table 3.1). The difference in energy of the two states, \(\Delta E_j\), reflects the 'parallel' or 'anti-parallel' nature of the spin and orbital angular momentum vectors of the remaining electron. The magnitude of this energy separation is proportional to the spin-orbit coupling constant \(\xi_{nl}\) which depends on the expectation value \(\langle 1/r^3 \rangle\) for the particular orbital. The separation can be many electron volts. \(\Delta E_j\) is therefore expected to increase as \(Z\) increases for a given subshell (constant \(n, l\)) or to increase as \(l\) decreases for constant \(n\) (e.g. Figure 3.16 shows for silver that the splitting of 3p > 3d).

The relative intensities of the doublet peaks are given by the ratio of their respective degeneracies \((2j + 1)\). Thus the area ratios and designations \((nl_j)\) of spin-orbit doublets are given in Table 3.5.

Relative intensities The basic parameter which governs the relative intensities of core-level peaks is the atomic photo-emission cross-section, \(\alpha\). Values of \(\alpha\) have been directly calculated and also derived from X-ray mass absorption coefficients. The calculated values of Scofield\(^\text{18}\) are presented in Figure 5.14 of Chapter 5 to show the trends. Variation in the exciting energy also affects values of \(\alpha\), although for the commonly used Mg K\(\alpha\) and Al K\(\alpha\) radiations the effect on relative photo-emission cross-sections is very small. The transmission characteristics of the electron analyser, being a function of electron energy, apply an important modulation. These effects are thoroughly discussed in the context of quantification in Chapter 5.

Peak widths The peak width, defined as the full width at half-maximum (FWHM) \(\Delta E\), is a convolution of several contributions:

\[
\Delta E = (\Delta E_n^2 + \Delta E_p^2 + \Delta E_a^2)^{1/2}
\]  

(3.5)

where \(\Delta E_n\) is the natural or inherent width of the core level, \(\Delta E_p\) is the width of the photon source (X-ray line) and \(\Delta E_a\) the analyser resolution, all ex-
pressed as FWHM. Equation (3.5) assumes that all components have a Gaussian line shape.

The analyser contribution is discussed in detail in Chapters 2 and 5; it is the same for all peaks in the spectrum when the analyser is operated in the constant-analyser energy (CAE) mode, but varies across the spectrum when the analyser is operated in the constant retard ratio (CRR) mode (since in this case $\Delta E/E$ is a constant).

The inherent line width of a core level, i.e. the range in KE of the emitted photo-electron, is a direct reflection of uncertainty in the lifetime of the ion state remaining after photo-emission. Thus from the uncertainty principle we obtain the line width (in energy units)

$$\Gamma = \frac{h}{\tau} = 4.1 \times 10^{-15} \text{ eV}$$

with Planck's constant ($h$) expressed in electronvolt-seconds and the lifetime expressed in seconds. Clearly the narrowest core levels (e.g. Ag 3$d$) have lifetimes between $10^{-14}$ and $10^{-15}$ s whilst the broader core levels (e.g. Ag 3$s$) have lifetimes close to or even slightly less than $10^{-15}$ s.

Core-hole lifetimes are governed by the processes which follow photo-emission, in which the excess energy of the ion is dissipated or decays. Any of three mechanisms may be involved (Figure 3): emission of an X-ray photon (X-ray fluorescence), or emission of an electron either in an Auger process or in a Coster–Kronig process.

The Coster–Kronig process is a special type of Auger process in which the final doubly charged ion has one hole in a shell of the same principle quantum number ($n$) as that of the original ion. The relevant point at this juncture is that Coster–Kronig processes are heavily favoured for the initial decay of holes in core levels with low angular momentum quantum numbers (e.g. 2$s$, 3$s$ and 3$p$, 4$s$ and 4$p$, etc.) and in addition they are extremely fast. These core levels, therefore, are broader than those which decay by normal Auger processes.

It can be noted that the line widths of the principle light element core levels (1$s$, 2$p$) systematically increase with an increase in atomic number. The increase in valence electron density enhances the probability of the relevant Auger process (see below), decreasing the lifetime of the core hole. This effect can even be seen in high resolution spectra from one core level in different chemical environments. For example, the chemically distinct N atoms in the linear azide ion ($N_3^-$) give rise to two N 1$s$ peaks (due to the chemical shift effect, see below), of which the peak due to the central atom, with the lowest electron density, is the narrower.

### 3.4.1.2 Valence levels

Valence levels are those occupied by electrons of low binding energy (say 0–20 eV) which are involved in de-localized or bonding orbitals. The spec-
trum in this region consists of many closely spaced levels giving rise to a band structure. Two situations can be distinguished as in Figure 3.17, viz. insulators and conductors (metals). Figure 3.17 illustrates the density of electron states (per unit energy in unit volume) in these two cases. In the case of an insulator the occupied valence band is separated from the empty conduction band, whilst in the case of a metal these bands overlap and the uppermost occupied state is termed the Fermi level \( E_F \). Note that \( E_F \) is not the true zero point of the electron energy scale, although BEs are often referenced to this point. The true zero is the vacuum level \( E_v \) and, to a first approximation, \( E_F - E_v = \phi \), where \( \phi \) is the work function of the material.

Figure 3.17 shows that at low energies the unoccupied states have structure. Consequently, if photo-electrons ejected from filled levels have KEs which fall within this structured region the observed intensity will be a convolution of the filled and empty density of states together with the matrix of transition probabilities. This is the case in ultra-violet photo-electron spectroscopy (UPS) and gives rise to the strong dependence of valence-level spectra on photon energy. In the case of XPS the KE of the valence photo-electrons is such that the final states are quite devoid of structure; thus the observed density of states closely reflects the initial filled density of states. In Figure 3.16 the peak labelled '4d' is in fact the conduction band spectrum which is dominated by 4d states. The complete spectrum at high resolution, Figure 3.18, shows the band structure and the sharp cut-off in electron density at \( E_F \).

Figure 3.17 Schematic density of states for (a) an insulator and (b) a metal. The shading indicates the extent to which the energy levels are occupied. (After Orchard)
Cross-sections for photo-electron emission from valence levels are much lower than for core levels, giving rise to low intensities in general. However, valence-level spectra have their analytical value as discussed in Section 3.4.2.2.

3.4.1.3 Auger series

As explained in Section 3.3.1.1 the dominant decay mechanism for core-hole states is via radiationless transitions resulting in electron emission. The KEs of electrons resulting from Coster-Kronig transitions are very low and these are not normally detected; however, Auger electrons can give rise to dominant peaks in the 'photo-electron' spectrum as seen in Figure 3.16. The nomenclature for Auger peaks is described fully in Section 3.2.

Four principle Auger series can be observed in XPS. The KLL series is first observed for boron and can be exited through to sodium (with Mg Kα) or magnesium (Al Kα). With Ag Lα (2984 eV) the whole series through to chlorine can be observed. The dominant line is KL2L3, as illustrated in Figure 3.19.

The LMM series is first observed with sulphur and can be followed through to germanium (Mg Kα), selenium (Al Kα) or ruthenium (Ag Kα). This series is very complex since lines due to initial ionization in L₂ or L₃ can then result
in transitions involving $M_{23}$ or $M_{45}$. The relative intensities of these groups changes with the atomic number ($Z$). An example is given in Figure 3.20.

The $MNN$ series can be split into two types. The $M_{45}N_{45}N_{45}$ series probably first observed with molybdenum can be followed right through to neodymium with Mg $K\alpha$. The $M_{45}N_{67}N_{67}$ series is only accessible with higher energy photons (e.g., Ag $L\alpha$) because the theoretically observable lines from rare earth elements are weak and ill-defined until hafnium is reached ($M_{45}$

Figure 3.20  $LMM$ Auger spectrum of zinc vapour. (After Aksela and Aksela\textsuperscript{22})
Figure 3.21  Cesium $M_{45}N_{45}N_{45}$ Auger spectrum from Cs$_2$SO$_4$. (After Wagner$^{23}$)

Figure 3.22  Bremsstrahlung radiation intensity from a conventional aluminium X-ray source. (Reproduced from Wagner and Taylor$^{24}$ by permission of Elsevier Scientific Publishing Co.). Note that use of a 2 μm aluminium window is roughly equivalent to using the beryllium window.
shell = 1660 eV and therefore beyond Mg Kα or Al Kα. A typical $M_{45}N_{45}N_{45}$ spectrum is shown in Figure 3.21.

The positions of the principle Auger peaks on the BE scale are included in Appendix 7. The KE of an Auger electron is given in equation (3.2); thus, in contrast to the photo-electron (equation 3.4) the Auger electron KE is independent of the exciting radiation. If, for example, the X-ray source is changed from Mg Kα to Al Kα all photo-electron peaks increase in KE by 233 eV whilst the Auger peaks remain unmoved. For spectra plotted directly in BE the reverse is true. This allows the two types of peak in the electron spectrum to be easily distinguished. Note also that the width of X-ray excited Auger peaks, as a consequence of equation (3.2), does not contain a contribution from the line width of the X-ray source.

In the above discussion it has been indicated which X-ray sources have possibilities for exciting the high energy Auger series (i.e. where the initial state energy is greater than that of Al Kα). However, for conventional single-target instruments the observation of principal photo-electron lines and these Auger lines in one experiment (see Section 3.4.2.3) is impossible, and attention has recently turned to the use of the Bremsstrahlung radiation for this purpose. As shown in Figure 3.22 useful intensities over a wide range of photon energy can be obtained from the normal aluminium target, particularly if a beryllium window is used in the X-ray source. Wagner and Taylor have explored this alternative for twenty-four elements with Auger lines having KEs in the range 1400–2200 eV.

3.4.2 Information from primary structure

3.4.2.1 Core-level chemical shifts

The discovery, during the early days of XPS, that non-equivalent atoms of the same element in a solid gave rise to core-level peaks with measureably different BEs had a stimulating effect on the field. This BE difference was dubbed the ‘chemical shift’ by analogy with nuclear magnetic resonance (n.m.r.) spectroscopy. Non-equivalence of atoms can arise in several ways: difference in formal oxidation state, difference in molecular environment, difference in lattice site and so on. The physical basis of the chemical shift effect is illustrated by a relatively simple model used with much success (in appropriate cases) to interpret chemical shift data—the charge potential model:

$$E_i = E_i^0 + kq_i + \sum_{i \neq j} \frac{q_i}{r_{ij}}$$

(3.7)

where $E_i$ is the BE of a particular core level on atom $i$, $E_i^0$ is an energy reference, $q_i$ is the charge on atom $i$ and the final term of equation (3.7) sums the potential at atom $i$ due to ‘point changes’ on surrounding atoms $j$. 
If the atom is considered to be an essentially hollow sphere on the surface of which the valence charge $q_i$ resides, then the classical potential inside the sphere is the same at all points and equal to $q_i/r_i$, where $r_i$ is the average valence orbital radius. A change in the valence electron charge (density) of $\Delta q_i$ changes the potential inside the sphere by $\Delta q_i/r_i$. Thus the BE of all core levels will change by this amount. Moreover, as $r_i$ increases, the BE shift for given $\Delta q_i$ will decrease. In practice it is indeed found that for all cases where core-valence interaction is small, the observable core levels from a given atom do suffer a similar BE shift and that BE shifts between equivalent compounds decrease as one descends a column of the periodic table (similar $\Delta q_i$, $r_i$ increasing). If the summation term in equation (3.7) is abbreviated to $V_i$, then the shift in BE for a given core level of atom $i$ in two different environments is

$$E_i^{(1)} - E_i^{(2)} = k(q_i^{(1)} - q_i^{(2)}) + (V_i^{(1)} - V_i^{(2)}) - (3.8)$$

The first term ($= k \Delta q_i$) clearly ensures that an increase in BE accompanies a decrease in valence electron density on atom $i$. The second term is not to be underestimated since it has the opposite sign to $\Delta q_i$. In molecular solids the atoms $j$ are basically the atoms bonded to atom $i$, but in ionic solids the summation extends over the whole lattice; this is closely related to the Madelung energy of the solid and for this reason $V$ is often referred to as a Madelung potential.

Equations (3.7) and (3.8) involve a number of simplifications. A major simplification of the charge potential model is that it neglects relaxation effects, i.e. no account is taken of the polarizing effect of the core hole on the surrounding electrons, both intra-atomic (on atom $i$) and extra-atomic (on atoms $j$). This is one example of a final-state effect, a term used to indicate the possibility that the electronic state of the photo-ionized atom may be different from that of the initial state (usually the atomic ground state). Other final-state effects are discussed later in this chapter.

In comparing equation (3.8) with equation (3.4) it will be realized that equation (3.8) is only valid if the work function of the material incorporating $i^{(1)}$ and $i^{(2)}$ are the same. When conductors are involved `$\phi$' is the spectrometer work function and the problem does not arise, but in the case of insulators $\phi^{(1)}$ and $\phi^{(2)}$ may not be identical. Moreover, insulators acquire a surface charge under X-irradiation and correction of non-identical charging is required before chemical shifts can be accurately measured. The problem of charge correction or BE referencing is dealt with in Appendix 2.

Figure 3.23 illustrates the chemical shift effect for three different types of nitrogen atom in the N 1s spectrum of a single compound. In this case the relative shifts are easily measured but the absolute N 1s binding energies require some calibration procedure to be adopted before they can be measured. The clear trend in this example is that the N 1s binding energy increases with an increase in the formal oxidation number of the nitrogen atom. Table 3.6 shows this to be generally true for nitrogen in both inorganic and organic
compounds. In situations where the formal oxidation state is the same the general rule is that the core-level BE of the central atom increases as the electro-negativity (electron withdrawing power) of attached atoms or groups increases. Many examples of core-level chemical shifts appear in later chapters and Appendix 4 gives an extensive compilation of reported values for most elements.

Many cases obviously arise in which distinct chemical states give rise to photo-electron peaks whose relative chemical shift is sufficiently small for the peaks to overlap considerably. Whilst in principle such a shift should be measurable if $\approx 0.2$ eV this is impossible when the contributory peaks have a line width typically of 1–2 eV. However, if the profile of the contributory peaks is known then an attempt can be made to deconvolute the envelope. This procedure is discussed fully in Appendix 3.

3.4.2.2 Valence band structure

As mentioned in Section 3.4.1.2 valence band spectra relate closely to the occupied density of states structure. This is very useful in the study of the
Table 3.6  N 1s binding energies. (Reproduced from Wagner et al.27 by permission of Perkin-Elmer Corporation)

<table>
<thead>
<tr>
<th>COMPOUND</th>
<th>1s BINDING ENERGY, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>BuNH₂</td>
<td>394</td>
</tr>
<tr>
<td>PhNH₂</td>
<td>398</td>
</tr>
<tr>
<td>pyridine</td>
<td>402</td>
</tr>
<tr>
<td>H₃NCO₂H</td>
<td>406</td>
</tr>
<tr>
<td>H₂N₂O₄</td>
<td>410</td>
</tr>
<tr>
<td>tetraacyanoquinodimethane</td>
<td></td>
</tr>
<tr>
<td>PhCN</td>
<td></td>
</tr>
<tr>
<td>PhNHCSNHPH</td>
<td></td>
</tr>
<tr>
<td>guanidine HCl</td>
<td></td>
</tr>
<tr>
<td>phthalocyanine</td>
<td></td>
</tr>
<tr>
<td>PhNHPh</td>
<td></td>
</tr>
<tr>
<td>H₃N⁺CAROOCO⁻</td>
<td></td>
</tr>
<tr>
<td>EtNH₃Cl</td>
<td></td>
</tr>
<tr>
<td>Me₄NBr</td>
<td></td>
</tr>
<tr>
<td>Me₄NCl</td>
<td></td>
</tr>
<tr>
<td>P₂N⁺[C₆H₅SO⁻</td>
<td></td>
</tr>
<tr>
<td>Me₆NO</td>
<td></td>
</tr>
<tr>
<td>AmONO</td>
<td></td>
</tr>
<tr>
<td>MeNO₂</td>
<td></td>
</tr>
<tr>
<td>PhNO₂</td>
<td></td>
</tr>
<tr>
<td>NH₃</td>
<td></td>
</tr>
<tr>
<td>H₂NCH₂</td>
<td></td>
</tr>
<tr>
<td>K₄Fe(CN)₆</td>
<td></td>
</tr>
<tr>
<td>KCN</td>
<td></td>
</tr>
<tr>
<td>S₂N₂</td>
<td></td>
</tr>
<tr>
<td>CO(NH₂)₂Cl₂</td>
<td></td>
</tr>
<tr>
<td>Fe(CN)₅Cl</td>
<td></td>
</tr>
<tr>
<td>NH₄NO₃</td>
<td></td>
</tr>
<tr>
<td>Na₂N₂O₂</td>
<td></td>
</tr>
<tr>
<td>NaN₃</td>
<td></td>
</tr>
</tbody>
</table>

The electronic structure of materials, fundamental to many aspects of device applications, and in checking the accuracy of band structure calculations. As shown in Figure 3.18, very good agreement has been obtained in the case of silver and this is, in fact, quite typical of work on all types of metals. The applicability of various models for the electronic structure of alloys has been extensively studied in this way.
Further examples of the direct information obtained from valence band spectra are provided by the following. Vanadium dioxide ($\text{VO}_2$) is an insulator at room temperature but undergoes a structural change at 65 °C and becomes a metallic conductor. Figure 3.24 clearly shows the gap created at the lower temperature which results in the loss of conductivity. The tungsten bronzes are the family of materials with composition $\text{Na}_x\text{WO}_3$ ($0.32 < x < 0.93$). The metallic properties of these materials contrasts with the insulating behaviour of $\text{WO}_3$. Figure 3.25 shows that increasing the sodium content results in electron density increasing in a ‘$d$’ band. This is absent in $\text{WO}_3$ ($d^0$) but is clearly seen in $\text{ReO}_3$ (the $d^1$ counterpart) which has metallic conductivity.

In the case of polymers, valence bands reveal structural information often unobtainable from core-level studies. This fingerprinting capacity of polymer valence band spectra is discussed in Chapter 9.
Figure 3.25  XPS valence bands of the tungsten bronzes Na$_x$WO$_3$ and ReO$_3$. (After Wertheim et al.$^{29}$)

3.4.2.3 Auger chemical shifts

For the Auger processes in which the final vacancies arise in core levels it is clear that a change in chemical state giving rise to a chemical shift in the photo-electron lines will also produce a chemical shift in the Auger lines. The magnitude of the Auger chemical shift is, however, often significantly greater than that of the photo-electron chemical shift. For instance, Wagner and Biloen,$^{30}$ in an early study of this effect, found the Auger chemical shift between metals and their oxides exceeded the photo-electron chemical shift by the following: Mg, 5.0; Zn, 3.7; Ga, 4.2; Ge, 3.5; As, 3.4; Cd, 4.9; In, 1.8; and Sn, 2.5 eV. Chemical shifts in Auger lines are discussed more fully in Section 3.3 but the reason for this effect can be appreciated from the following simplified argument.$^{31}$ As discussed in Section 3.4.2.2 the difference in BE between two chemical states depends on the change in core electron energy and the change in intra-atomic and extra-atomic relaxation energies. Thus, for a 1s ($K$) electron:

$$\Delta E_{n}(K) = \Delta \varepsilon(K) - \Delta R(K^+)$$  \hspace{1cm} (3.9)

where $\Delta \varepsilon(K)$ is the 1s energy change and $\Delta R(K^+)$ is the change in relaxation energies (predominantly extra-atomic) in the final, singly ionized state. As
explained above (Section 3.4.2.1):

$$\Delta \varepsilon(K) = \Delta \varepsilon(L) \tag{3.10}$$

and the kinetic energy change is given by

$$\Delta E(K) = -\Delta E_p(K) = \Delta R(K^+) - \Delta \varepsilon(K) \tag{3.11}$$

For the KLL Auger process the kinetic energy change between chemical states is given by

$$\Delta E(K_{LL}) = \Delta \varepsilon(K) - \Delta R(K^+) - 2\Delta \varepsilon(L) - \Delta R(L^-L^+) \tag{3.12}$$

where \((L^-L^+)\) is the doubly ionized final state. It can be argued that \(R(L^+L^+) = 4R(K^+)\) so from equations (3.10) and (3.12):

$$\Delta E(K_{LL}) = 3\Delta R(K^+) - \Delta \varepsilon(K) \tag{3.13}$$

and combining equations (3.11) and (3.13):

$$\Delta E(K_{LL}) - \Delta E(K) = 2\Delta R(K^+) \tag{3.14}$$

The difference between Auger and photo-electron chemical shifts therefore results from the difference in final-state relaxation energies between chemical states. It is possible to define a parameter, \(\alpha\), such that, for example:

$$\alpha = E(K_{LL}) - E(K) \tag{3.15}$$

For insulators \(\alpha\) is independent of any static charging and is a parameter, characteristic of a particular chemical state, which can be measured with greater accuracy than core-level BE or Auger peak KE. Wagner termed \(\alpha\) the Auger parameter\(^{32}\) and defined it practically as the difference between the KE of the most intense Auger peak and the KE of the most intense photo-electron line. The disadvantage of this procedure is that it can result in negative values. A 'modified' Auger parameter has been defined\(^{33}\) as, for example:

$$\alpha' = \alpha + h\nu = E(K_{LL}) + E_p(K) \tag{3.16}$$

which overcomes this problem. A good example of the use of this parameter comes from the work of West and Castle\(^{34}\) on silicate minerals, in which a Zr L\(\alpha\) source was used to excite the Si 1s and Si KLL levels. Many Auger parameters are given in Appendix 4.

3.4.2.4 Auger lineshapes

When an Auger process results in at least one vacancy in the valence levels then the intensity distribution of the lines in the Auger series can vary strongly from one compound to another. In effect the valence band or molecular orbital structure is convoluted into the Auger peak structure. This is nicely shown by the F KLL spectra in Figure 3.26. In fluorine the L\(_1\) (2s) level is
essentially core-like, whilst the $L_{23}$ ($2p$) levels are involved in bonding. In sodium fluoride the fluorine environment is similar to that of the free ion and the $KLL$ structure appears to be similar to the Na $KLL$ structure where all levels are core-like. In the complex ion and in the organic polymer, where the covalency of fluorine is increasing and the $L_{23}$ levels are increasingly involved in bonding orbitals, the component lines in the $KLL$ series become less sharply defined.

With oxygen the $KLL$ group takes on a greater variety of forms, as shown in Figure 3.27. Note in particular how the separation between the $KL_1L_{23}$ and $KL_{23}L_{23}$ lines varies by up to 5 eV and how the $KL_{23}L_{23}$ profile changes from an essentially single to a double peak. The extra variation in this peak is expected because both vacancies are now in the valence shell, whereas the $L_1$ shell is again semi-core-like. Once again the O $KLL$ line shape shows characteristic variations from one type of compound to another.

3.4.3 Secondary structure

3.4.3.1 X-ray satellites and ghosts

Before discussing true secondary structure features in the spectrum it is necessary to identify the sources of ‘spurious’ low intensity peaks. These arise in two ways.
Standard X-ray sources are not monochromatic. Besides the Bremsstrahlung radiation mentioned in Section 3.4.1 and the principle $K\alpha_{n,2}$ line, magnesium and aluminium targets also produce a series of lower intensity lines, referred to as X-ray satellites. The transitions giving rise to $K\alpha_{1,2}$ (an unresolved doublet) are $2p_{3/2,1/2} \rightarrow 1s$. Satellites arise from less probable transitions (e.g. $K\beta$; valence band $\rightarrow 1s$) or transitions in a multiply ionized atom (e.g. $K\alpha_{3,4}$). The observed line positions and intensities are given in Table 3.7.

X-ray ghosts are due to excitations arising from impurity elements in the X-ray source. The most common ghost is Al $K\alpha_{1,2}$ from a Mg $K\alpha$ source. This arises from secondary electrons produced inside the source hitting the thin aluminium window (present to prevent these same electrons hitting the sample). This radiation will therefore produce weak ghost peaks 233.0 eV to higher KE of those excited by the dominant Mg $K\alpha_{1,2}$. Old or damaged targets can give rise to ghost peaks excited by Cu $L\alpha$ radiation, the main line from the exposed copper base of the target. These peaks appear 323.9 eV (556.9 eV) to lower KE of Mg $K\alpha_{1,2}$ (Al $K\alpha_{1,2}$) excited peaks. In dual-anode X-ray sources, which are commonly being used with one anode capable of yielding
Table 3.7  High-energy satellite lines from Mg and Al targets. (From data of Krause and Ferreira in Carlson\textsuperscript{17})

<table>
<thead>
<tr>
<th>X-ray line</th>
<th>Mg</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K\alpha'$</td>
<td>4.5 (1.0)</td>
<td>5.6 (1.0)</td>
</tr>
<tr>
<td>$K\alpha_3$</td>
<td>8.4 (9.2)</td>
<td>9.6 (7.8)</td>
</tr>
<tr>
<td>$K\alpha_4$</td>
<td>10.0 (5.1)</td>
<td>11.5 (3.3)</td>
</tr>
<tr>
<td>$K\alpha_5$</td>
<td>17.3 (0.8)</td>
<td>19.8 (0.4)</td>
</tr>
<tr>
<td>$K\alpha_6$</td>
<td>20.5 (0.5)</td>
<td>23.4 (0.3)</td>
</tr>
<tr>
<td>$K\beta$</td>
<td>48.0 (2.0)</td>
<td>70.0 (2.0)</td>
</tr>
</tbody>
</table>

High-energy X-rays (e.g. zirconium, silver and titanium), misalignments inside the source can lead to cross-talk between filaments and anodes which is a further source of ghost peaks.

A ghost source which has not previously received much attention is O $K\alpha$ arising from the oxide layers present on aluminium and magnesium target surfaces. The possible importance of this interference when recording weak signals has been pointed out by Koel and White\textsuperscript{33} as a result of their study of X-ray excited C $KV\nu$ and O $KV\nu$ Auger spectra from adsorbed species. O $K\alpha$ peaks appear 728.7 eV (961.7 eV) to lower KE of Mg $K\alpha_{1,2}$ (Al $K\alpha_{1,2}$) excited peaks.

3.4.3.2 Multiplet splitting

Multiplet splitting (also referred to as exchange or electrostatic splitting) of core-level peaks can occur when the system has unpaired electrons in the valence levels. As an example, consider the case of the 3$s$ electron in the Mn\textsuperscript{2+} ion. In the ground state the five 3$d$ electrons are all unpaired and with parallel spins (denoted $^6S$). After ejection of the 3$s$ electron a further unpaired electron is present. If the spin of this electron is parallel to that of the 3$d$ electrons (final state $^7S$) then exchange interaction can occur, resulting in a lower energy than for the case of anti-parallel spin (final state $^5S$). Thus the core level will be a doublet and the separation of the peaks is the exchange interaction energy:

$$E = (2S + 1) K_{3s3d}$$

(3.17)

where $S$ is the total spin of the unpaired electrons in the valence levels ($\frac{3}{2}$ in this case) and $K_{3s3d}$ is the 3$s$–3$d$ exchange integral. The intensity ratio for the two peaks is given by

$$\frac{I(S + \frac{1}{2})}{I(S - \frac{1}{2})} = \frac{S + 1}{S}$$

(3.18)
Figure 3.28 Multiplet splitting of the 3s peak from chromium compounds: Cr(CO)$_6$ is diamagnetic (no unpaired electrons); Cr(C$_5$H$_5$)$_2$ has two unpaired electrons in the $e_{2g}$ level; Cr(hfa)$_3$ has three unpaired electrons in the $t_{2g}$ level (hfa = CF$_3$COCH-COFC$_3$). Note also how the mean BE varies with the electronegativity of attached ligands. (Reproduced by Clark and Adams$^{41}$ by permission of North-Holland Publishing Co.)

For the 3s in Mn$^{2+}$ this ratio is $(\frac{3}{2} + 1)/\frac{3}{2}$ or 1.4 and $E$ is calculated to be $\approx 13$ eV. In the real case of MnF$_2$ the intensity ratio is $\approx 1.8$ and the separation $\approx 6.5$ eV.$^{39}$ This discrepancy is due to relaxation and configuration interaction effects which complicate the simple model described above (see Ref. 40 for a detailed discussion). However, the data for chromium compounds shown in Figure 3.28 illustrates the fact that this model predicts the correct trends for changes in spin state.

Multiplet splitting for non-s levels is more complex because of the additional involvement of orbital-angular momentum coupling. Thus in Mn$^{2+}$ the 3p level is split into four levels. Multiplet splitting is strongest when both levels involved are in the same shell (as with 3s, 3p–3d), but the effects are still apparent in transition metal systems for 2p–3d interaction. A good example is for cobalt which can exist in a variety of spin states. Multiplet splitting causes broadening (with asymmetry) in both 2p$_{1/2}$ and 2p$_{3/2}$ peaks, leading to apparent variation in the separation of the peak maxima. Table 3.8 gives some examples, showing that the doublet separation can be used diagnostically.$^{42}$ Similar variation has been reported for chromium compounds.$^{43}$

Multiplet splitting is found strongly in the 4s levels of rare earth metals
Table 3.8 Variation in 2p spin-orbit splitting with spin state in Co complexes.
(Reproduced from Briggs and Gibson\textsuperscript{42} by permission of North-Holland Publishing Co.)

<table>
<thead>
<tr>
<th>Compound</th>
<th>Binding energy, eV</th>
<th>Unpaired electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co 2p\textsubscript{1/2}</td>
<td>Co 2p\textsubscript{3/2}</td>
</tr>
<tr>
<td>Co(acac\textsubscript{2})</td>
<td>800.2</td>
<td>784.2</td>
</tr>
<tr>
<td>Co(acac\textsubscript{1})</td>
<td>799.0</td>
<td>784.0</td>
</tr>
<tr>
<td>(PET\textsubscript{2}Ph)\textsubscript{2}Co(C\textsubscript{6}Cl\textsubscript{5})\textsubscript{2}</td>
<td>797.4</td>
<td>782.1</td>
</tr>
<tr>
<td>(PET\textsubscript{2}Ph)\textsubscript{2}Co(2-methyl-1-naphthyl)\textsubscript{2}</td>
<td>797.0</td>
<td>781.5</td>
</tr>
</tbody>
</table>

(unpaired electrons in the 4f valence levels) and can also be seen in the spectra of organic radicals in which the free electron is relatively localized.

3.4.3.3 Shake-up satellites

To the valence electrons associated with an atom the loss of a core electron by photo-emission appears to increase the nuclear charge. This major perturbation gives rise to substantial reorganization of the valence electrons (referred to as relaxation) which may involve excitation of one of them to a higher unfilled level ('shake-up'). The energy required for this transition is not available to the primary photo-electron and thus the two-electron process leads to discrete structure on the low KE side of the photo-electron peak (shake-up satellite(s)).

Most detailed assignment work concerns atomic systems (e.g. neon gas) and shows that the transitions obey monopole selection rules. In the solid state the examples are found to be much more complex, except for organic systems. Conjugated and, especially, aromatic systems show shake-up satellites with intensities up to 5–10 per cent of the primary peak. In aromatic systems the satellite structure has been shown\textsuperscript{44} to be due to π → π\textsuperscript{*} transitions involving the two highest filled orbitals and the lowest unfilled orbital (see Chapter 9).

Very strong satellites are observed for certain transition metal and rare earth compounds which have unpaired electrons in 3d or 4f shells respectively. The satellite intensity is usually much higher than would be expected for atomic-like shake-up (typically \(\approx 10\) per cent) and the reason for this has proved a great source of discussion.\textsuperscript{40} A convincing explanation is that in the final state there is significant ligand–metal charge transfer such that an extra 3d or 4f electron is present compared with the initial state. This immediately explains why closed-shell systems (e.g. Cu\textsuperscript{2+}, 3d\textsuperscript{10}) do not exhibit shake-up satellites, whereas open-shell systems (e.g. Cu\textsuperscript{2+}, 3d\textsuperscript{9}) do.\textsuperscript{45} However, shake-up is a poor description of this process, as Fadley\textsuperscript{46} has pointed out; a preferable
description is that strong configuration interaction occurs in the final state due to relaxation. The complexity of such a process is illustrated in Figure 3.29 for cerium.

As in the case of multiplet splitting, shake-up satellites have diagnostic value. The distinguishing of copper (II) from copper (I) has already been mentioned. Tetrahedral nickel (II) gives satellites, square planar (diamagnetic) nickel (I) does not. Cobalt (II) gives more intense satellites in the high spin (5F) state than in the low spin (5D) state, while cobalt (III) is diamagnetic and has no satellites.

3.4.3.4 Asymmetric metal-core levels

In a solid metal there exists a distribution of unfilled one-electron levels above the Fermi energy (as shown in Figure 3.17) which are available for
shake-up-type events following core electron emission. In this case, instead of discrete satellites to low KE of the primary peak, the expectation is for the core level itself to be accompanied by a low KE tail. The higher the density of states at the Fermi level the more likely is this effect to be observed. This is confirmed by Figure 3.30. Such asymmetries must be borne in mind when attempting to deconvolute complex envelopes involving peaks from bulk metals (see Appendix 3).

3.4.3.5 Shake-off satellites

In a process similar to ‘shake-up’ valence electrons can be completely ionized, i.e. excited to an unbounded continuum state. This process, referred to as ‘shake-off’, leaves an ion with vacancies in both the core level and a valence level. Discrete shake-off satellites are rarely discerned in the solid state because: (a) the energy separation from the primary photo-electron peak is greater than for shake-up satellites, which means the satellites tend to fall within the region of the broad inelastic tail, and (b) transitions from discrete levels to a continuum produce onsets of increased intensity (i.e. broad shoulders) rather than discrete peaks. However, a weak structure on the inelastic tail of C 1s peaks from polymers has been identified (following double dif-
ferentiation) as a shake-off structure which images the polymer valence band structure.

Plasmon loss processes have already been discussed in Section 3.3.1.6. Loss peaks of exactly the type described are found associated with core levels in exactly the same way as with Auger peaks.\textsuperscript{51}

3.4.4 Angular effects

Two types of angular effect are important in XPS. The first involves the increase in surface sensitivity obtained at low angles of electron exit to the surface, whilst the second is found in single-crystal systems giving rise to 'photo-electron diffraction'.

3.4.4.1 Enhancement of surface sensitivity

The reason for this effect is simply demonstrated by reference to Figure 3.31. If $\lambda$ is the inelastic mean free path (IMFP) of the emerging electron then 95 per cent of the signal intensity is derived from a distance $3\lambda$ within the solid. However, the vertical depth sampled is clearly given by

$$d = 3\lambda \sin \alpha$$  \hspace{1cm} (3.19)

and this is a maximum when $\alpha = 90^\circ$. In the case of a substrate (s) with a uniform thin overlayer (o) the angular variation of intensities is given by

$$I_s^d = I_s e^{-d/\lambda \sin \alpha}$$  \hspace{1cm} (3.20)

and

$$I_o^d = I_o (1 - e^{-d/\lambda \sin \alpha})$$  \hspace{1cm} (3.21)

where $\lambda$ is the appropriate value for the observed photo-electron. In the ideal

![Figure 3.31 Surface sensitivity enhancement by variation of the electron 'take-off' angle](image)

Figure 3.31 Surface sensitivity enhancement by variation of the electron 'take-off' angle
situation these equations lead to curves of the type shown in Figure 3.32. However, the real case is usually complicated by the fact that the system geometry imposes a response function also dependent on $\alpha$. A useful summary of these effects for one particular spectrometer has been given by Dilks.\textsuperscript{52} This complication is avoided by measurements of relative values of $I_o/I_s$ so
that the instrument response function is cancelled. Thus, as shown in Figure 3.32, at low values of $\alpha$, $I_o/I_s$ increases significantly. An example of the effect is given in Figure 3.33.

The major requirement for surface sensitivity enhancement is that the surface is flat. Surface roughness leads to an averaging of electron exit angles and also to shadowing effects (both of the incident X-rays and emerging electrons) such that in most cases the surface enhancement effect cannot be observed.\textsuperscript{53} In most commercial spectrometers the angle between the incident X-rays and detected electrons ($180 - \alpha - \delta$) is fixed. However, it has been shown that at very low $\delta$ there is also a surface sensitivity enhancement effect due to the rapid fall-off in X-ray penetration depth as $\delta$ tends to grazing incidence.\textsuperscript{54}

3.4.4.2 Photo-electron diffraction

Measurement of core electron intensity from a single crystal surface as a function of electron take-off angle gives rise to plots of the type shown in Figure 3.34 (and for any such angle similar plots will arise by rotation in the plane of the surface, i.e. by variation of the azimuthal angle). The pronounced fine structure superimposed on the instrument response function is primarily

![Figure 3.34](image-url)  

Figure 3.34  Angular variation of Ag 3d$_{5/2}$ intensity from a clean (110) surface: (a) chemically polished, (b) not chemically polished after orientation. In both cases final cleaning was by argon ion etching and annealing cycles. (Reproduced from Briggs, Marbrow and Lambert\textsuperscript{55} by permission of Pergamon Press Ltd.)
due to diffraction of photo-electrons from crystal planes. Studies of the related phenomena of high-energy electron channelling in crystals and Kikuchi band formation in LEED indicate\textsuperscript{33} that photo-electron emission parallel with each set of planes \((hkl)\) to within \(\pm \theta_{hkl}\) (the first-order Bragg angle) will give rise to enhanced emission intensity. Here \(hkl\) are the usual Miller indices and \(\theta_{hkl}\) is defined by

\[
\lambda_c = 2d_{hkl} \sin \theta_{hkl}
\]  
(3.22)

where \(\lambda_c\) is the de Broglie wavelength of the core electron in question and \(d_{hkl}\) is the spacing between adjacent planes.

Photo-electron diffraction effects obviously complicate the quantification of peak intensity data from single crystal surfaces, but they have already been put to positive use analytically. Figure 3.35 shows how Evans and Scott\textsuperscript{56} used X-ray photo-electron diffraction (XPD) patterns (the plot of relative core-

\[\text{Figure 3.35  XPD patterns for (a) (100) GaAs wafer and (b) ZnSe layer grown on an identical GaAs substrate by hydrogen transport. The axis of rotation lay parallel to } <110> \text{ and the take-off angle is given with respect to the surface normal. (After Evans and Scott\textsuperscript{56})}\]
level intensity as a function of take-off angle) to show that ZnSe grown onto (100) GaAs was epitaxial. The identical form of the plots immediately reveals identical crystal symmetry of substrate and overlayer. Evans, Adams and Thomas\(^{57}\) have also carried out structural analyses of complex layer–silicate minerals using this technique.

### 3.4.5 Time-dependent spectra

Although XPS is generally regarded as a 'non-destructive' technique (particularly cf. AES and SIMS) this cannot be taken for granted. A fairly obvious problem concerns the exposure of materials to the high or ultra-high vacuum of the spectrometer. A recent systematic study\(^{58}\) of several materials containing water of crystallization and some hydroxides has shown that their behaviour under vacuum can be predicted from the relationship between water vapour pressure and temperature (the Clausius–Clapeyron equation). Water loss is a particularly serious problem for intended studies of biological systems.

Less easy to predict is damage from the incident X-rays. In several cases the time dependence of XP spectra has been interpreted structurally and kinetically (e.g. reduction of platinum (IV) compounds, decomposition of NaClO\(_4\)).\(^{59}\) Some radiation effects are essentially instantaneous at room temperature and therefore give rise to confusion. Perhaps the first example of this to be studied was the surface isomerization of the compound (Ph\(_3\)P)\(_2\)Pt(C\(_2\)Cl\(_4\)) to (Ph\(_3\)P)\(_2\)PtCl(C\(_2\)Cl\(_5\)).\(^{60}\) Cooling the sample slows down these changes and often allows them to be followed *in situ*. X-ray-induced changes are probably much more common than is often realized. A long literature argument about the appearance of a high BE (oxidized) S 2\(p\) peak in spectra of biologically important copper–sulphur proteins seems recently to have been resolved by the theory\(^{61}\) that a radiation-induced redox reaction at surface copper–sulphur sites involving adsorbed water takes place, producing sulphone groups. Such examples indicate that radiation effects in XPS should be taken much more seriously than they have been hitherto.
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4.1 Introduction

In-depth distribution analysis of chemical composition is a special case of micro local analysis, where the third dimension perpendicular to the surface of a sample is of primary interest. In principle, this task requires the compositional analysis of thin sections (in the ultimate dimension of a monoatomic layer) defined on a depth scale. It can be obtained either by (a) non-destructive or (b) destructive techniques.¹⁻⁷

4.1.1 Non-destructive techniques

Non-destructive techniques are based on an analytical signal parameter (e.g. intensity, energy) which has a well-defined dependence on its depth of origin. For example, the energy loss of high-energy charged particles is proportional to their path length in a given material. This property is extensively used in RBS (Rutherford back-scattering of primary ions, typically He⁻, 100 keV–5 MeV, 0.1–30 μm depth).⁸⁻⁹ Here the atomic number dependent elastic scattering cross-section contains the analytical information whereas the energy loss yields the depth information. In NRA (nuclear reaction analysis), the resonance of nuclear reaction cross-sections with energy of the impinging particles is used for profiling: by increasing the primary beam energy the reaction products originate from progressively deeper regions in the sample. These techniques are excellent with respect to quantitative results of both concentration and depth scale, with sensitivities more or less comparable to electron spectroscopy. Because of low scattering cross-sections for light elements, RBS is only appropriate for elements of Z > 10 and is of limited use for light elements in a heavy element matrix. NRA is defined to the detection of low Z elements (Z < 20) due to the presently used accelerator energies (≤5 MeV). The depth resolution obtainable with RBS and NRA, mainly due
to range straggling and useful energy resolution, is limited to between 5 and 200 nm depending on the material and total layer thickness. For non-destructive techniques using X-ray analysis such as IIX (ion induced X-ray) analysis or EPMA (electron probe microanalysis), the depth resolution is even worse (typically fractions of 1 μm), which prevents their use in thin film depth profiling.

In electron spectroscopy, the intensity of a specific signal is dependent on the energy and the depth of origin of the Auger electrons or photo-electrons. The inelastic mean free path is the decisive parameter which determines the escape depth. For a given electron energy, a variation of the emission angle allows the variation of the effective escape depth between its full value perpendicular to the surface and almost zero. This technique, which is limited to 50 nm total depth, is discussed in Section 4.5.1 in more detail.

### 4.1.2 Destructive techniques

Destructive techniques of depth profiling comprise the more classical methods of mechanical sectioning (tapered sectioning with recent improvements like ball cratering in conjunction with high lateral resolution techniques) and chemical sectioning with subsequent chemical analysis of the removed material. Apart from problems with specific materials (e.g. ceramics) depending on mechanical and chemical properties, these techniques suffer from the lack of control of surface reactions between subsequent steps, giving severe limitations in depth resolution, although recent progress in electrochemical polishing has shown that depth resolution can be achieved in the 10 nm region.

A universally applicable ‘sectioning’ method is surface erosion by ion sputtering. The case of in situ combination with any surface analysis method has enhanced its now widespread application for depth profiling. A number of review articles have been published on this subject.

Sputtering is a destructive method: the sample is bombarded with ions accelerated in an ion gun to an energy above 100 eV (typically 0.5–5 keV). A small fraction of the energy is transferred to surface atoms and causes them to leave the sample; they are sputtered away. Thus, the sample is successively decomposed in an abraded part which can be analysed, e.g. by SIMS, and in the residual surface which is analysed by AES and/or XPS.

The principle advantages of depth profiling by AES and XPS combined with ion sputtering are:

(a) The information depth is of the order of 1 nm.
(b) The analysis is independent of the sputtering yield.
(c) The influence of the matrix on the elemental detection sensitivity is small.
(d) The analysed area is small compared to the sputtered area, thus minimizing crater edge effects.

Point (d) is generally not fulfilled in XPS, as discussed later in Section 4.4.2.

4.2 Practice of Depth Profiling with AES and XPS

Since both AES and XPS analyse the residual surface left after a certain sputtering time, the basic implications with respect to depth profiling apply for both techniques. There are, however, a number of practical differences, e.g. detection speed, background and spatial resolution, which generally are more advantageous in Auger profiling. Therefore, we refer primarily to this technique if not otherwise stated. Any commercial equipment for AES/XPS comprises an electron energy analyser, an electron and/or X-ray source, an ion gun and the sample stage all mounted in a stainless steel chamber in which an ultra-high vacuum \((\approx 10^{-8}\ \text{Pa})\) can be maintained.

4.2.1 Vacuum requirements

Considering the mean free path of electrons in gases, a vacuum better than \(10^{-2}\ \text{Pa}\) would be sufficient for proper operation of the electron analysis. However, contamination of the surface during analysis has to be avoided\(^{13-15}\). Assuming a sticking coefficient of one, an adsorption monolayer is built up at a partial pressure of \(10^{-4}\ \text{Pa} \approx 10^{-6}\ \text{torr}\) in one second. To avoid an increase of 1 per cent of a monolayer for a typical measurement time (AES) of 100 seconds, the partial pressure of reactive gases such as CO, H\(_2\)O, C\(_2\)H\(_2\) should be below \(10^{-8}\ \text{Pa} \approx 10^{-10}\ \text{torr}\), i.e. UHV. Inert gases (e.g. argon) which do not chemisorb can be tolerated up to a pressure several orders of magnitude higher.

4.2.2 Ion gun

The most frequently used ion guns in Auger spectrometers are simple electrostatic devices where the inert gas ions (Ar) are generated by collisional excitation with electrons of typically 100 eV energy from a hot filament. The positive ions are accelerated to between 0.5 and 5 keV and focused on the sample, creating a sputtering spot diameter of about 1–5 mm diameter. To achieve an ion current density of the order of 100 \(\mu\text{A/cm}^2\), the pressure in the ion formation section should be about \(5 \times 10^{-3}\ \text{Pa} \approx 5 \times 10^{-5}\ \text{torr}\). The general operation in ion pumped systems is to back-fill the whole chamber with argon with the ion pumps off. The sputtering gas purity required should meet the partial pressure ratio \(10^{-8}/5 \times 10^{-3} = 2 \times 10^{-6}\). To avoid further contamination, a titanium sublimation pump with a cryopanel usually serves as an
efficient scavenger for the reactive gases. Compared to such ‘static’ systems, by using the more modern type of ion gun operating in a ‘dynamic’ mode with constant throughput of the sputtering gas (pumped away by the main chamber pump) the overall contamination is reduced. A further improvement is differentially pumping the ion gun by a getter pump or an added turbomolecular or diffusion pump. The decreased pressure in the main chamber ($<10^{-2} \times$ ion gun pressure) which is due to the pressure stage action of the small opening (≈1 mm) at the end of the ion gun offers an additional advantage: the sputter damage of the electron gun cathode filament caused by accelerated positive ions is reduced and/or the X-ray source is prevented from arcing which is frequently encountered at a total pressure $>10^{-4}$ Pa.

Simple ion guns using a static spot must be aligned mechanically so that the analyser focus (together with the electron beam impinging on the sample) is close to the centre of the generally Gaussian ion current beam intensity distribution to avoid severe degradation of depth resolution. The lack of uniformity of the ion beam intensity over millimetre dimensions precludes their application in XPS profiling.

For precise depth profiling, an ion gun with $x/y$ beam deflection capability should be used. This enables an exact matching of analysed and sputtered areas to be made (e.g. by optimizing for the secondary electron emission monitored by a CMA). Rastering of the well-focused ion beam over a larger area (up to $10 \times 10$ mm) greatly improves the uniformity of the ion beam intensity, leading to a flat bottom of the sputtering crater which is necessary for optimum depth resolution. Furthermore, at constant beam current the raster area is inversely proportional to the total primary ion density so that the sputtering rate is easily controlled. A rastered ion beam is a prerequisite for XPS profiling where the analysed area is some square millimetres.

To prevent shadowing effects in working with rough surfaces the angles between the ion beam, the electron beam and the electron take-off should be as small as possible. In particular, the ion beam should be directed close to the normal of the sample surface. To avoid cone formation, sputtering with two guns at different angles is desirable.

### 4.2.3 Analysing mode

Auger or photo-electron analysis can be done either discontinuously after subsequent sputtering or by continuous sputtering and simultaneous electron spectroscopy. In Auger profiling the latter technique is most frequently used together with multiplexing for different elemental peaks and a print-out of the respective Auger peak-to-peak heights (APPHS). In XPS, the strong increase in secondary electron emission during sputtering is unfavourable for simultaneous profiling. Furthermore, XPS peak area detection generally needs longer measurement times compared to AES, thus limiting the achievable
depth resolution \( \Delta z_s \) for a given sputtering rate \( \dot{z} \). If \( \Delta t_m \) is the time necessary for the measurement of a peak with a desired signal-to-noise ratio, \( \Delta z_s = \dot{z} \Delta t_m \). Contrary to SIMS, where \( \dot{z} \) and \( \Delta t_m \) are inversely proportional,\(^{18}\) these quantities are independent in profiling by electron spectroscopy. Therefore \( \Delta z_s \) can be made negligibly small compared to the many other factors limiting depth resolution by reducing the primary ion current density or by discontinuous sputtering. In general, this procedure has to be used in XPS profiling because of the higher \( \Delta t_m \). In AES profiling with a CMA, continuous sputter profiling with sputtering rates up to 5 nm/min is frequently applied. An additional advantage of a high sputtering rate is a reduced surface contamination (caused by adsorption from the residual gas atmosphere) which is due to increased sputter desorption. (cf. Section 4.4.2.1)

### 4.3 Quantification of Sputtering Profiles

The data primarily obtained during depth profiling experiment consist of signal intensities of the detected elements, \( I \) (e.g. Auger peak-to-peak heights), as a function of sputtering time, \( t \), i.e. the ‘measured sputtering profile’, \( I = f(t) \). The principal task is to obtain the original distribution of concentration \( c \) with depth \( z \), \( c = f(z) \), by an appropriate conversion of the measured data.\(^3\)-\(^7\)

The main steps of such an evaluation are visualized in Figure 4.1. First the sputtering time scale must be calibrated in terms of the main eroded depth, \( z = f(t) \), and the intensity of the Auger signal must be calibrated in terms of local elemental concentration, \( c = f(I) \). Thus a ‘real’ concentration profile is established which would be identical to the original profile if sputtering proceeded homogeneously in an ideal ‘layer-by-layer’ microsectioning. However,
profile distortions mainly due to sputtering-induced topographical and compositional changes of the instantaneous sample surface must be taken into account in a second step in order to reveal the true original profile, \( c = f(z) \). The precision by which the shape of an evaluated profile resembles that of the original profile can be described by the concept of depth resolution,\(^1\)\(^-\)\(^7\) which is the key parameter in profiling. A knowledge of the depth resolution or, more precisely, the depth resolution function is the prerequisite for a deconvolution of the measured concentration profiles.

The steps in profile evaluation are outlined in the following sections.

### 4.3.1 Calibration of the depth scale (\( z = f(t) \))

The velocity of surface erosion is described by an instantaneous sputtering rate \( \dot{z} = \frac{dz}{dt} \) which determines the mean eroded depth \( z \) as a function of sputtering time \( t \) according to

\[
 z(t) = \int_0^t \dot{z} \, dt
\]  

(4.1)

The sputtering rate \( \dot{z} \) (in units of metres per second) is determined by

\[
 \dot{z} = \frac{M}{\rho N_A e} S j_p
\]  

(4.2)

where

- \( M \) = atomic mass number
- \( \rho \) = density (kg/m\(^3\))
- \( N_A = 6.02 \times 10^{26} \) (Avogadro number)
- \( e = 1.6 \times 10^{-19} \) A s (electron charge)
- \( S \) = sputtering yield (atom/ion)
- \( j_p \) = primary ion current density (A/m\(^2\))

For a constant sputtering rate, equation (4.1) shows a direct proportionality between sputtered depth and time:

\[
 z = \dot{z} t
\]  

(4.3)

In this case the \( z \) axis is linear with the sputtering time and (besides the zero point) only one point is necessary to determine the calibration factor \( \dot{z} \). With equation (4.2), \( \dot{z} \) can be calculated taking the sputtering rate \( S \) from the literature data\(^19\)-\(^21\) and measuring \( j_p \) with a Faraday cup. Figure 4.2 shows the orders of magnitude which may be achieved. However, the sputtering rate \( S \) depends on a variety of parameters including energy, mass and angle of the incident ions\(^19\)-\(^21\) and surface composition,\(^13\) Therefore only a rough estimate can be expected from such a calculation.

A better method to obtain the sputtering rate \( \dot{z} \) is to measure (for given ion gun operation parameters) the time required to sputter through a layer of
known thickness, e.g. a metallic evaporation layer or an oxide layer. Anodized tantalum foils\textsuperscript{22,23} have proved very useful for this purpose, since the thickness is easily controlled by the formation voltage.\textsuperscript{24} In addition, due to the sharp oxide–metal interface they provide a quick test method for the instrumental depth resolution (see Section 4.4). Thus $\dot{z}$ is determined with the knowledge of the $\text{Ta}_2\text{O}_5$ sputtering rate\textsuperscript{23} as compared to the material under study.

Another possibility is to measure the crater depth $z_0$ after sputtering by conventional interferometry or stylus methods\textsuperscript{25,26}.

In general, however, $\dot{z}$ varies with composition because according to equation (4.2) $M$, $\rho$ and $S$ are a function of composition, and the relation between sputtering time and depth becomes non-linear.\textsuperscript{27,28} Even for a constant composition, the sputtering rate may change within the first few layers due to the gradual build-up of structural and compositional changes until a saturation value is obtained after the sputter depth is of the order of the mean projected range of the primary ions.\textsuperscript{29}

For these reasons it is obvious that a precise determination of the true depth scale requires a measurement of the instantaneous sputtering rate during profiling. This can be done by \textit{in situ} measurement of the residual thin film thickness, e.g. by direct mass measurement with a quartz microbalance,\textsuperscript{30} by X-ray emission analysis\textsuperscript{29} or by \textit{in situ} laser optical interferometry,\textsuperscript{31,32} as
developed recently by J. Kempf. Unfortunately, the latter methods are not available in standard equipment.

A first-order approximation of the correction for composition-dependent non-linearity in the time–depth relation has been demonstrated in the sputtering of Ni/Cr evaporation multilayers, assuming a change of the sputtering rate proportional to composition. For a binary system A/B, the total instantaneous sputtering rate \( \dot{z} \) is given by the mole fractions \( X_A, X_B \) and the sputtering rates of the pure components, \( \dot{z}_A, \dot{z}_B \):

\[
\dot{z} = X_A \dot{z}_A + X_B \dot{z}_B
\]  

(4.4)

According to equations (4.1) and (4.4):

\[
z_1(t_1) = \int_0^{t_1} \left[ X_A(t) \dot{z}_A + X_B(t) \dot{z}_B \right] dt
\]  

(4.5)

In this approximation, \( X_A \) and \( X_B \) may be taken from the normalized Auger signals \( I_A/I_A^0, I_B/I_B^0 \).

Limiting conditions and—in special cases—an estimation of the sputtering rate can be derived from the consideration of the electron spectroscopic signal quantification, as shown in the next section.

### 4.3.2 Calibration of the concentration scale \((c = f(I))\)

Quantitative AES and XPS are discussed in Chapter 5. With respect to depth profiling the important feature is the relation between intensity \( I \) and concentration \( c \) of an element \( i \) and can be described by an explicit function of the electron escape depth and—in the case of AES—an electron back-scattering factor: \(^{33-38}\)

\[
I_i = \frac{I_i^0}{\lambda_i} \int_0^\infty r_i(z)c(z)\exp\left(-\frac{z}{\lambda_i}\right)dz
\]  

(4.6)

where \( I_i^0 \) is the intensity for an elemental bulk standard, \( \lambda \) is the ‘effective’ escape depth of the Auger electrons or photo-electrons perpendicular to the surface, \( c(z) \) is the local concentration (in mole fractions) at depth \( z \) and \( r_i \approx 1 \) is the back-scattering (cf. Chapter 5 of this book). The effective escape depth \( \lambda_i \) is determined by the inelastic mean free path \(^{35}\) of the electrons for a given energy and material, \( \lambda_i^0 \), and by the angle of emission \( \varphi \) of the detected electrons with respect to the normal to the sample surface, according to:

\[
\lambda_i = \lambda_i^0 \cos \varphi
\]  

(4.7)

Values for \( \lambda_i^0 \) are typically between 0.4 and 4 nm. \(^{35}\) The angle \( \varphi \) is clearly defined for hemispherical analysers. For a cylindrical mirror analyser (CMA), a mean angle of emission, \( \varphi \), can be defined. \(^{33}\) Its dependence on the angle \( \alpha \)
between the normal to the sample surface and the CMA axis is shown in Figure 4.3. For $\alpha > 47.7^\circ$, part of the CMA acceptance cone is shadowed by the sample which gives a deviation from the cosine dependence, as shown in Figure 4.3.

The back-scattering factor is difficult to correct in the presence of concentration gradients. An approximation for binary systems has been given by Morabito and others.\textsuperscript{6,37} In principle, the depth distribution of the excitation density must be known which is dependent on the concentration distribution. For a binary system, $r_{M,A} = (1 - r_B/r_A)c_A + r_B/r_A$. It has been shown\textsuperscript{4,39} that for the intensity profile at a binary interface A/B a certain characteristic length for back-scattering ($l_b$) leads to an amplification factor for the A intensity given by $[1 + r_B/r_A - 1] \exp - (z_0 - z)/l_b$ (where $z_0$ is the position of the interface), which is in accordance with experimental results.\textsuperscript{4} In general it is easier to apply the back-scattering correction after the escape depth correction. With the exception of extreme cases (sharp interfaces of elements with large difference in atomic number) the electron back-scattering in AES is
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**Figure 4.3** Mean effective escape depth factor ($\cos \varphi$) as a function of the tilt angle $\alpha$ between the CMA axis and the sample normal. For $\alpha > \alpha_c = 47.7^\circ$, the transmitted intensity $I/I_0$ decreases due to shadowing. The dashed line accounts for an angular acceptance $\Delta \varphi = 12^\circ$. 
only a second-order effect compared to the escape depth influence which is discussed in the following.

Neglecting \( r_b \), equation (4.6) is valid for both AES and XPS. Depth profiling means a shift of the lower integration boundary from zero to an instantaneous sputter depth. Thus, for a given profile \( c(z) \), integration of equation (4.6) as a function of the parameter \( z \) gives \( I(z) \) for the case of ideal, continuous sputter erosion.\(^{3,7,39}\) The expected intensity profile for the typical case of a thin sandwich layer of an element B in a matrix A is shown in Figure 4.4. Integration of equation (4.6) for this case gives

\[
\left( \frac{I_B}{I_B^0} \right)_z = c_B \left[ \exp \left( -\frac{z_1 - z}{\lambda_{b,a}} \right) - \exp \left( -\frac{z_2 - z}{\lambda_{b,b}} \right) \right]
\]  

(4.8)

for \( z_1 - z \geq 0 \) and \( z_2 - z \geq 0 \). Note that \( \lambda_{b,a} \) is the electron escape depth of element B in A and \( \lambda_{b,b} \) that of B in B. For \( \lambda_{ba} = \lambda_{bb} = \lambda \) the intensity–depth relations are, for \( z \leq z_1 \):

\[
\left( \frac{I_B}{I_B^0} \right)_z = c_B \left[ 1 - \exp \left( -\frac{z_1 - z_2}{\lambda} \right) \right] \exp \left( -\frac{z_1 - z}{\lambda} \right)
\]  

(4.8a)

and for \( z_1 < z < z_2 \)

\[
\left( \frac{I_B}{I_B^0} \right)_z = c_B \left[ 1 - \exp \left( -\frac{z_2 - z}{\lambda} \right) \right]
\]  

(4.8b)

Since any concentration profile can be approximated by a successive number of thin layers of thickness \( z_2 - z_1 \), equation (4.8) provides a method
to receive the intensity at any depth \( z \) as a summation of these layers contributions.\(^{7,39-42} \) In practice, it is sufficient to replace the upper integration limit (\( \approx z \)) by \( z' = z + 5\lambda \) (equation 4.6), because the maximum contribution (\( \leq 0.7 \) per cent) approaches the detection limit of AES or XPS.

A general solution of equation (4.6) for an arbitrary profile can be derived from equation (4.8) and is given by\(^{3,7,43} \)

\[
c_i(z) = \left( \frac{I_i}{I_0} \right)_z - \frac{d(I_i/I_0)}{dz} \lambda_i \tag{4.9}
\]

Using equation (4.9), any measured sputtering profile can be corrected for the escape depth influence\(^{29,39,44,45} \). As seen from Figure 4.4, a shift of the real profile of \( 0.7\lambda \) to lower depth with respect to the measured profile is obtained, which is broadened by \( \Delta z_i \approx 1.6\lambda \).\(^{5,7,39} \) It is interesting to note that a maximum obtainable gradient follows from equation (4.9):\(^{4,7} \)

\[
\frac{dI_i}{dz} \leq \frac{I_i}{\lambda_i} \tag{4.10}
\]

This means a lower limit for the time-depth calibration factor \( \dot{z} \), because \( dz = \dot{z} \, dt \) gives

\[
\dot{z} \geq \frac{\lambda_i}{I_i} \left( \frac{dI_i}{dt} \right) \tag{4.10a}
\]

Frequently, calibration of the intensities in a depth profile is made using relative sensitivity factors\(^{34,46} \) and taking the concentration to be proportional to the instantaneous intensity—that means neglecting the \( \lambda \) effect. In this case, the relative error \( (\Delta c_i/c_i)_{\lambda} \) depends on the slope of the measured profile and is of the order of the relative change of the intensity within a depth \( \lambda \):

\[
\frac{(\Delta c_i)}{c_i} \approx \frac{I_i(z) - I_i(z + \lambda)}{I_i(z)} \tag{4.11}
\]

Applying equation (4.9) to the measured sputtering profile, a knowledge of the effective electron escape depth (and the back-scattering factor in AES) of the normalized intensities and of the instantaneous sputtering rate allows a quantitative evaluation of the measured depth profile (cf. Figure 4.1). For the special case of the detection of two peaks of the same element at different kinetic energies and therefore different escape depths \( \lambda_1, \lambda_2 \) (e.g. 60 and 920 eV copper AES peaks), equation (4.9) offers a possibility to derive the sputtering rate in terms of the two escape depths\(^{47} \) if a measurable intensity slope with sputtering time exists. Since the right-hand side of equation (4.9) is the same for \( I_1(\lambda_1) \) and \( I_2(\lambda_2) \), it follows with \( dz = \dot{z} \, dt \) that

\[
\dot{z} = \frac{\lambda_1 \frac{d(I_1/I_0)}{dt} - \lambda_2 \frac{d(I_2/I_0)}{dt}}{(I_1/I_0) - (I_2/I_2)} \tag{4.12}
\]
Although the determination of $\tilde{z}$ by equation (4.12) is of limited accuracy, it allows a quick test of the order of magnitude of the sputtering rate.\cite{47}

At this stage we have not yet considered the sputtering-induced distortions of the original concentration profile which must be taken into account for its evaluation.

### 4.4 Sputtering Profile Compared to the Original Concentration Profile: The Concept of Depth Resolution

#### 4.4.1 Depth resolution

##### 4.4.1.1 Definition of depth resolution

The influence of the mean escape depth of the Auger electrons or photo-electrons on the measured profile results in a certain broadening with respect to the true, original profile as discussed in Section 4.3.2. So far, we still have considered sputtering to proceed as an ideal microsectioning, continuous with eroded depth. Experimentally this cannot be realized because ion bombardment inevitably induces changes in the topography and in the composition of the surface region of a sample. These sputtering-induced effects are recognized in the measured profile as an additional apparent broadening which can be mathematically described by a resolution function $g(z, z')$,\cite{48,49} as visualized in Figure 4.5. Any infinitesimal thin segment of the true concentration–depth distribution $c(z')$ is apparently broadened and the sum of all these contribu-
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**Figure 4.5** Visualization of the convolution process during sputter profiling: each thin layer of the true profile $c(z)$ is broadened into $g(z - z')$. The measured profile $I(z)$ is obtained by summation of the contributions from all such layers. (After Ho and Lewis\cite{48})
tions at a sputtered depth $z$ gives the normalized signal intensity at that depth when the resolution function is normalized:

$$\int_{-\infty}^{+\infty} g(z - z') \, dz' = 1$$  \hspace{1cm} (4.13)$$

The normalized intensity $I(z)$ can be expressed as a convolution integral:

$$I(z) = \int_{-\infty}^{+\infty} c(z')g(z - z') \, dz'$$  \hspace{1cm} (4.14)$$

If the resolution function $g(z - z')$ is known, the integral equation (4.14) can be deconvoluted and the true profile $c(z')$ is then determined. The procedures necessary for this step are outlined in Section 4.6.

It should be noted, that equation (4.14) also gives the convolution integral for quantitative AES/XPS, if $g(z - z') = \exp[- (z - z')/\lambda]$ (equations 4.5 and 4.6). In this case the solution is equation (4.9) and the shape of the resolution function for thin sections of a sample is similar to the curve depicted in Figure 4.4.

In many experiments of sputter profiling through sharp interfaces it has been observed that the measured profile can be approximated by an error function.\textsuperscript{1-7,26,39,48-52} This gives a Gaussian function for $g(z - z')$, which is defined by a single parameter, the standard deviation $\sigma$. The most common definition of the depth resolution is $\Delta z = 2\sigma$, which corresponds to the difference of the depth coordinate $z$ between 84 and 16 per cent of the intensity change at an interface.

The definition of depth resolution is shown in Figure 4.6(a), together with

Figure 4.6  Determination of the depth resolution $\Delta z$ for the Gaussian resolution function approximation: (a) step function true profile, $\Delta z = 2\sigma$ (0.84–0.16), $\Delta z' = 0.95\sigma$, $\Delta z'' = 0.95\sigma = 2.564\sigma$, $\Delta z''' = 2.507\sigma$. $\Delta z''$ (FWHM of resolution function) = 2.35$\sigma$;\textsuperscript{12,13} (b) single sandwich layer A/B/A where $\Delta z$ is determined by $I_s/I_0$ according to equation (4.15a);\textsuperscript{43,51} (c) multilayer sandwich structure A/B/A/B where $\Delta z$ is determined by $I_m/I_0$ according to equation (4.15b).\textsuperscript{3}
other definitions sometimes used. The relative depth resolution is defined by $\Delta z/z$ where $z$ is the depth coordinate at the interface. For constant sputtering rate $\dot{z}$, the relative depth resolution corresponds to the respective value in sputtering time $t$ coordinates, $\Delta z/z = \Delta t/t$.

The depth resolution can either be experimentally determined or estimated by calculations based on appropriate models.\textsuperscript{3}

### 4.4.1.2 Measurement of depth resolution

The resolution function is directly obtained by sputtering through a very thin sandwich layer as visualized in Figure 4.5. A more frequently applied method is the sputtering through a rectangular profile and take the derivative.\textsuperscript{3,48,49,50} In the Gaussian approximation a quantitative measure of the depth resolution $\Delta z$ can be directly taken from the sputtering profile, as indicated in Figure 4.6(a).

For the case of a thin sandwich layer of thickness $d$, it has been shown\textsuperscript{51} that the decrease of the maximum intensity $I_0$ (for ideal profiling) to a value $I_s$ (Figure 4.6b) determines the depth resolution:

$$\frac{I_s}{I_0} = \text{erf} \left( \frac{d}{\sqrt{2} \Delta z} \right)$$  \hspace{1cm} (4.15a)

For multilayer sandwich structures (e.g. A/B/A/B/...) with constant single layer thickness $d$ a similar expression can be derived, which relates the amp-
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**Figure 4.7** Diagram for the determination of $\Delta z$ of single and multilayer structures of known thickness $d$ shown in Figure 4.6(b) and (c) according to equations (4.15a,b). The approximations for the superposition of the two adjacent layers (---) and of four adjacent layers (-----) is shown for the case of Figure 4.6(c).
litude of the signal intensity $I_m$ (as defined in Figure 4.6c) for the normalized intensity of a non-degraded layer $I_0^{3,16,51,53}$ giving

$$\frac{I_m}{I_0} = \frac{1}{2} \sum_{k=-N}^{N} (-1)^k \left[ \text{erf} \left( \frac{(2k - 1) d}{\sqrt{2} \Delta z} \right) - \text{erf} \left( \frac{2k + 1}{\sqrt{2} \Delta z} \right) \right]$$

$$= -2 \text{erf} \left( \frac{d}{\sqrt{2} \Delta z} \right) + 2 \text{erf} \left( \frac{3d}{\sqrt{2} \Delta z} \right) - 2 \text{erf} \left( \frac{5d}{\sqrt{2} \Delta z} \right) + \cdots \quad (4.15b)$$

For $\Delta z \leq d$, the first two terms give a sufficient approximation. Figure 4.7 shows $I_s/I_0$ and $I_m/I_0$ as a function of $\Delta z/d$.\textsuperscript{3,53}

A fundamental question concerning the experimental depth resolution is its dependence on the sputtered depth. Multilayer sandwich structures\textsuperscript{28,54-58} are particularly suited for this study because depth dependence is obtained in a single experiment applying the approximate $\Delta z$ evaluation according to equation (4.15b).\textsuperscript{3,14,28} Results of such an analysis for different systems are shown in Figure 4.8.

### 4.4.2 Factors limiting depth resolution

Table 4.1 shows a summary of the effects which distort sputtering profiles. They can be divided into instrumental factors, into factors depending on the characteristics of the sample and into effects depending on the fundamental interactions of the ion beam (and/or electron beam in AES) with the sample.\textsuperscript{3,14,59} In general we have no choice with regard to the sample, but the beam interactions and, above all, the instrumental conditions can be substantially optimized.

![Figure 4.8](image-url)  
Figure 4.8  Dependence of the relative depth resolution $\Delta z/z$ on depth $z$ for different multilayer sandwich structures obtained by sputtering with $Ar^+$ and/or $N^-$ ions and AES analysis.
<table>
<thead>
<tr>
<th>Instrumental factors</th>
<th>Effect on profile and depth resolution</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adsorption from residual gas atmosphere</td>
<td>See equations (4.16a, b) (C, O)</td>
<td>1, 7, 14, 15, 50, 60</td>
</tr>
<tr>
<td>Re-deposition of sputtered species</td>
<td>'Memory' effect of original surface composition</td>
<td>18</td>
</tr>
<tr>
<td>Crater wall effects</td>
<td>Analysed as sample constituents</td>
<td>15</td>
</tr>
<tr>
<td>Impurities in ion beam</td>
<td>Non-uniform erosion: $\Delta z_1 \propto z$</td>
<td>4, 5, 9, 62, 63, 108, 109</td>
</tr>
<tr>
<td>Neutrals from ion gun</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-uniform ion beam intensity</td>
<td>Profile distortion: $\dot{z} = f(t)$</td>
<td>50</td>
</tr>
<tr>
<td>Time-dependent ion beam intensity</td>
<td>Profile shift: $-0.7 \lambda$; $\Delta z_2 = \text{constant} = 1.6 \lambda$</td>
<td>3-5, 7, 29, 39, 44, 45, 51</td>
</tr>
<tr>
<td>Information depth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample characteristics</td>
<td>$\Delta z_1 \propto z^{1/2} \ldots z$</td>
<td>16, 17, 54, 56</td>
</tr>
<tr>
<td>Original surface roughness</td>
<td>$\Delta z_2 \propto z$</td>
<td>64, 65, 110</td>
</tr>
<tr>
<td>Crystalline structure and defects</td>
<td>$\rightarrow$ Preferential sputtering-induced roughness</td>
<td>69, 70</td>
</tr>
<tr>
<td>Alloys, compounds, second phases</td>
<td>$\rightarrow$ Distortions by charging</td>
<td>77, 107, 111</td>
</tr>
<tr>
<td>Insulators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiation-induced effects</td>
<td>Initial $\dot{z}$ change, composition dependent $\dot{z}$</td>
<td>28, 29, 59, 112</td>
</tr>
<tr>
<td>Primary ion implantation</td>
<td>$\Delta z_k \rightarrow \text{constant } (= R_p)$ for $z \gg R_p$</td>
<td>71, 78-83</td>
</tr>
<tr>
<td>Atomic mixing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sputtering-induced roughness</td>
<td>$\Delta z_s \rightarrow \text{constant, } \propto z^{1/2} \ldots z$</td>
<td>5, 50, 72, 75, 110</td>
</tr>
<tr>
<td>Preferential sputtering and decomposition of compounds</td>
<td>$\Delta z_p \rightarrow \text{constant } (z \gg R_p)$</td>
<td>14, 47, 83-91</td>
</tr>
<tr>
<td>Enhanced diffusion and segregation</td>
<td>$\Delta z_1 = f(D_n, D_s, \dot{z}, t, \ldots)$</td>
<td>57, 76, 92-94</td>
</tr>
<tr>
<td>Electron-induced desorption</td>
<td>$\Delta z_{ei} = f(\sigma_{ei}, j_{ei}, z, t, \ldots)$</td>
<td>95, 96, 109</td>
</tr>
<tr>
<td>Charging of insulators</td>
<td>Analysis distortion: electromigration</td>
<td>92, 111</td>
</tr>
</tbody>
</table>
4.4.2.1 Instrumental factors

An important condition in sputter profiling is to avoid chemical reactions of the sample with the ambience during sputtering. This comprises adsorption, re-sputtering and impurities in the ion beam. With respect to adsorption of reactive gases the sample must be in UHV (<10^{-9} torr or <10^{-7} Pa). In a simultaneous AES sputtering experiment, assuming a sticking probability of one and a sputtering probability equal to that of the matrix, a simple calculation shows that the mean surface coverage of the impurity, \( \theta \), is given (for \( \theta \ll 1 \)) by the ratio of adsorption rate and sputter desorption rate:\textsuperscript{4,60}

\[
\theta \approx 10^5 \frac{p}{\dot{z}} \quad \text{(Pa s/nm)} \tag{4.16a}
\]

where \( \dot{z} \) is the sputtering rate in nanometres per second, \( p \) is the partial pressure in pascals and \( \theta \) is the ratio of adsorbed atoms per sample surface atoms. Equation (4.16a) shows that \( \theta \) will be well below the detection sensitivity (10^{-2}) for a sputtering rate of 1 Å/s if the partial pressure of the reactive gas is below \( p < 10^{-8} \) torr (10^{-6} Pa). Mathieu and Landolt have demonstrated\textsuperscript{4,5} that CH\(_4\) partial pressures above 10^{-5} Pa can severely alter AES depth profiles. However, it must be pointed out that for an ion gun operating in a closed chamber back-filled at 5 \times 10^{-5} torr with argon, the contaminant gas is also ionized and implanted in the sample surface. These impurities in the primary ion beam can be avoided by the use of a differential pumped ion gun. Another source of surface contamination is re-deposition of sputtered species (due to re-sputtering at construction parts close to the sample surface). This effect is less important in AES or XPS as compared to SIMS because of the lower detection sensitivity of the former techniques.

It should be mentioned that in the case of subsequent sputtering and surface analysis, as generally used in XPS profiling, the conditions of avoidance of adsorption are more stringent because the coverage is then

\[
\theta = 10^4 p t_m \quad \text{(Pa s)} \tag{4.16b}
\]

where \( t_m \) is the measurement time in seconds at which the ion beam is switched off.

A non-uniform ion beam intensity over the analysed area means that the sample is eroded to different depths which contribute to the measured signal. The result is a depth resolution \( \Delta z_1 \) which increases proportionally to the sputtered depth \( z \). For the case of a static ion beam of Gaussian intensity distribution with diameter (FWHM) \( d_1 \), \( \Delta z_1 \) depends on the mis-match distance \( b \) from the probing electron beam (in AES) of diameter \( d_c \) which is approximately given by\textsuperscript{4,61,62}

\[
\Delta z_1 \approx 4 \frac{d_c}{d_1^2} \left( \frac{d_c}{2} + b \right) \frac{1}{z} \tag{4.17}
\]
A more rigorous treatment can be found elsewhere.\textsuperscript{62} Equation (4.17) demonstrates the advantage of a small electron beam diameter in AES depth profiling as used in SAM \((d_e/d_i < 0.01)\) and the much worse situation in XPS, where \(d_e\) is equivalent to the diameter of the analysed area (typically of the order of a few millimetres, i.e.~\(d_e/d_i \approx 1\)). Therefore, rastering of the primary ion beam is mandatory in XPS profiling.\textsuperscript{63} It should be noted, however, that neutrals generated before the electro-static raster deflection may still give rise to a small non-uniform ion intensity effect, which can only be excluded by an additional deflection after the rastering plates.

The mean escape depth of the Auger electrons or photo-electrons is an inherent instrumental property of electron spectroscopic analysis and has been discussed in Section 4.3.2.

### 4.4.2.2 Sample characteristics

Composition and structure of the sample cause certain limitations on the quality of a sputtering profile. Experimentally, it has been shown that the original surface roughness has a substantial influence on depth resolution.\textsuperscript{54,56} A mathematical treatment has recently been given by Seah and Lea\textsuperscript{16} which predicts an increase of \(\Delta z\), proportional to the sputtered depth \(z\) and increasing with the deviation from normal incidence of the primary ions. For normal incidence, they predict

\[
\Delta z_f = 1.66\alpha_{0}^{\frac{2}{3}}fz
\]  

(4.18)

where \(\alpha_{0}\) is given by the standard deviation of the distribution of the angles between the average surface and that of the differently inclined elements of a rough surface. The factor \(f\) is defined by the ion incidence angle dependence of the sputtering yield\textsuperscript{20,21} and is between 0.5 and 1.5.\textsuperscript{16} A result of Seah and Lea's calculations is shown in Figure 4.9 for \(f = 0.65\). The general conclusion is that we may expect optimum profiles only for flat polished samples and normal incidence of the primary ions.

The dependence of the sputtering yield on surface orientation\textsuperscript{19,21} is responsible for the development of a sputtered surface with highest steps at the grain boundaries of the poly-crystalline material,\textsuperscript{64} and a depth resolution \(\Delta z\) proportional to the sputtered depth is expected. It is generally observed that sputtering with oxygen ions (or flooding the surface with oxygen during argon sputtering) leads to a smoother sputtered surface. This is probably due to the build-up of a quasi-amorphous oxide layer which is sputtered more homogeneously.\textsuperscript{65}

Walls and others\textsuperscript{66,67} have shown how the geometry of a surface influences the development of a surface topography during sputtering. On the other hand, even in the case of flat, amorphous surfaces, cone formation may develop under ion bombardment due to the angle dependence of the sputtering
Figure 4.9 The dependence of the relative depth resolution $\Delta z_R/s$ on ion beam incidence angle $\beta$ for several values of the roughness angle distribution given by $\alpha_0$ (standard deviation) for $f = 0.65$ (Cu, Pd, Ag, Au). (After Seah and Lea$^{16}$).

yield.$^{21,68}$ These topographical effects can be diminished by the use of sample rotation or of sputtering with two ion guns at different incidence angles.$^{17}$

Multiphase materials generally lead to increased roughness due to variations of the sputtering yield with local composition. Surface contamination may act in similar way.$^{69,70}$

In view of the statements made above, sputtering of non-crystalline single-phase materials which amorphize during sputtering (e.g. semi-conductors and oxides) should yield much better profiling results than polycrystalline metallic materials, which is generally observed. Similarly, sputtering of the latter with reactive ions often show an improvement in depth resolution (see Figure 4.8).

4.4.2.3 Radiation-induced effects

The phenomena inherent to the sputtering process, as described by theigmund theory of sputtering$^{71}$ seem to cause the most fundamental limitations of depth resolution. They comprise changes of the surface microtopography due to the statistical nature of surface atom emission and composition.
changes due to atomic mixing within the collision cascade. A first attempt to describe the contribution of microtopography development by the sequential layer sputtering model\textsuperscript{5,50}, could explain the often-found $z^{1/2}$ dependence of $\Delta z$.\textsuperscript{72} However, experiments with reactive ion sputtering\textsuperscript{75} and particularly sputtering of semi-conductors and oxides\textsuperscript{74} have shown that a constant depth resolution can be achieved. Recent model calculations predict that a site-dependent sputtering probability\textsuperscript{75} as well as a certain surface mobility\textsuperscript{76} within the framework of the sequential layer sputtering model, will lead to a constant $\Delta z$ at larger depths. Therefore it is concluded that the profile broadening due to sputtering statistics is confined to a few monolayers. The often-found $z^{1/2}$ dependence of depth resolution\textsuperscript{4,72} may be explained by a superposition of constant depth resolution parameters and those resulting in a linear depth dependence\textsuperscript{14,77} (see Figure 4.11).

A fundamental contribution to the broadening of depth profiles is caused by the build-up of a collisional cascade.\textsuperscript{71} Primary recoils are displaced into deeper layers ('knock-on' effect) and secondary recoils give rise to a more random distribution of relocated target atoms ('atomic mixing' or 'cascade mixing').\textsuperscript{78-83} Calculations by Littmark and Hofer\textsuperscript{80} have shown that a broadening of an interface occurs which is skewed towards the interior of the sample. This was experimentally confirmed by Etzkorn, Littmark and Kirschner.\textsuperscript{82} The development of the broadening increases with ion dose until a steady state is achieved.\textsuperscript{82} For larger depth, the atomic mixing contribution is constant with $z$ but is approximately proportional to the square root of the primary ion energy\textsuperscript{78} and is less for a higher sputtering yield.\textsuperscript{85} The influence of atomic mixing on depth resolution is of the order of the projected range of the primary ions. Consequently the disturbing effect of knock-on and atomic mixing can be minimized by using heavy ions (e.g. Xe$^+$) at low energy ($\leq$1 keV).

Due to different atomic sputtering yields, the composition of the surface layer of a multicomponent sample is generally changed during sputtering.\textsuperscript{85-86} If the sputtering yield of the components is independent of their bulk concentration $c_b$, the surface composition $c_s$ is inversely proportional to the respective sputtering yields $S$:\textsuperscript{84}

$$\frac{c_{sA}}{c_{sB}} = \frac{S_B}{S_A} \frac{c_{bA}}{c_{bB}} \quad (4.19)$$

where the subscripts A and B denote the two components. This means that the element with the lower sputtering yield is enriched in the surface. The build-up of the altered layer during sputtering until the steady state, equation (4.19), is reached causes a transient in surface composition which has been derived by Ho et al.\textsuperscript{86}

$$c_{sA}(t) = (c_{bA} - c_{sA}) \exp\left(-\frac{t}{\tau}\right) + c_{sA} \quad (4.20)$$
where $c_{sA}(t)$ is the instantaneous surface composition of component A between the beginning of sputtering ($t = 0$) and $t \to \infty$ ($c_{sA}(t) = c_{sA}$ in equation (4.19)). The parameter $\tau$ is the characteristic time to establish the altered surface layer and is of the order of the projected range of the primary ions. The transient in surface composition (equation 4.20) superposes the intensity–sputtering time profile and therefore affects the depth resolution. More important, however, is the asymmetry of profiles due to the changing sputtering rate with composition, discussed in Section 4.3.1. The most distortional effect of preferential sputtering is the generation of an apparent profile when there is no concentration gradient (see Figure 4.12).

In compounds, preferential sputtering of one component is linked with the change of the chemical state of the sample constituents. Many oxides are reduced to lower oxidation states. This can be disclosed by XPS profiling. For example, Figure 4.10 shows the influence of Ar$^+$ bombardment on the ‘chemical’ sputtering profile of a Ta$_2$O$_5$/Ta layer of 30 nm thickness. Figure 4.10(a) depicts the Ta 4f XPS peaks as a function of sputtering time. A deconvolution of the peaks with respect to the different valencies of the tantalum atoms and an integration over the peak areas allows a quantification of the decomposition. This evaluation is shown in Figure 4.10(b) where the intensities of Ta$^{4+}$, Ta$^{3+}$ and Ta$^{5+}$ are proportional to the suboxides TaO$_2$, TaO and to the pure tantalum generated in the altered layer. The remaining Ta$^{5+}$ is due to the contribution of the unchanged Ta$_2$O$_5$ beneath the oxygen-depleted layer. A dynamic equilibrium is established after the initial transient caused by preferential sputtering of oxygen. Decomposition of compounds leads to difficulties in the interpretation of XPS sputtering profiles. Fortunately, oxides of the light elements (SiO$_2$, MgO, Al$_2$O$_3$) show negligible reduction by ion bombardment.

Sputtering may also give rise to enhanced diffusion in combination with other driving forces like electrotransport (in the case of insulators charged by electron irradiation) and segregation. An induced surface diffusion may reduce the sputtering induced surface roughness and consequently improve depth resolution, but enhanced bulk diffusion broadens sputtering profiles. More systematic studies of temperature-dependent profiling are needed to clearly distinguish between contributions of thermally activated transport phenomena and atomic mixing and their interactions.

Whereas the X-rays in XPS rarely cause observable decomposition, the electron beam in AES has a detrimental effect to many compounds. Electron irradiation induced desorption of chlorine and oxygen is often observed. This can lead to an enhanced sputtering in the area of the electron beam, e.g. in AES profiling with a loss in depth resolution as a consequence. Since the effect of electron beam induced desorption and sputtering compete at the surface, this effect is suppressed by lowering the electron beam current density (e.g. rastering) and/or increasing the ion beam current density.

The normal energy dissipation in the sample surface is negligible for X-ray
Figure 4.10  Decomposition of an anodic Ta$_2$O$_5$/Ta layer (30 nm thickness) during sputtering with 3 keV Ar$^+$ ions studied with XPS.$^{47}$ (a) Ta 4f peaks as a function of sputtering time. (b) XPS sputtering profile corresponding to a decrease of Ta$_2$O$_5$ and an increase of TaO, TaO$_2$ and Ta in the altered layer until a steady state is attained
irradiation and—with the exception of extreme cases—in ion sputtering for depth profiling. However, electron beam heating of the sample can lead to a temperature increase of several hundred degrees, particularly in thin films on glass substrates. A calculation of the temperature rise $\Delta T$ was given by Röll:97

$$\Delta T = \frac{P}{\pi r_0 \beta} \left[ 1 + 1.67 \left( \frac{\alpha}{\beta} \right) \left( \frac{h}{r_0} \right) \right]^{-1}$$  \hspace{1cm} (4.21a)

where $P$ is the input power, $r_0$ is the radius of the electron beam, $h$ is the thickness of the film, $\alpha$ and $\beta$ are the thermal conductivities of the film and the substrate, respectively. For bulk samples equation (2.21a) can be replaced by

$$\Delta T = \frac{P}{\pi r_0 \beta}$$  \hspace{1cm} (4.21b)

Lowering the electron beam current density reduces $\Delta T$. A test for the effect of electron beam heating on the depth profile can be made by sputtering the same sample with different current densities.26,16

### 4.4.3 Superposition of different contributions to depth resolution

If the simple contributions to depth profiling are independent of each other and can be approximated by Gaussian resolution functions of $2\sigma_j = \Delta z_j$, the total depth resolution $\Delta z$ measured experimentally is described analogously to an error propagation law by an addition in quadrature:72

$$\Delta z = [\Sigma (\Delta z_j^2)]^{1/2}$$  \hspace{1cm} (4.22)

Equation (4.22) is only exact for Gaussian resolution functions, but it can be shown that it is a sufficient approximation, even for exponential functions (e.g. $\Delta z_j = 1.6\lambda$).49,53

The different contributions may be characterized by their dependence on the total ion dose or the sputtered depth. Table 4.1 shows how the most important $\Delta z_j$'s can be divided into constant, depth-dependent and sputter rate or time-dependent ones. For larger sputter depth, those $\Delta z_j$ which increase with depth will be prevalent, whereas for small sputter depth the constant contributions will limit the observed sputter broadening.14,72 Figure 4.11 shows the generally predictable shape of the depth dependence for the superposition of an instrumental effect ($\Delta z \propto z$, e.g. $\Delta z_i/z = 10$ per cent) and a constant contribution (e.g. atomic mixing, $\Delta z_k$ = constant = 2 nm). According to an argument by Werner,77 due to this type of superposition a dependence $\Delta z \propto z^{1/2}$ (or $\Delta z/z \propto z^{-1/2}$), which is often found experimentally.4,5,72 is approximated in the region of intermediate depth.

A knowledge of the experimental depth resolution gives a quality figure of
Figure 4.11 Typical dependence of the total depth resolution on depth $z$ as predicted by equations (4.23) for a superposition of constant and depth-dependent contributions (see Table 4.1). The example is for an instrumental factor $\Delta z = 0.1z$ and an atomic mixing effect $\Delta z_k = 2 \text{ nm}^{14}$ the measured profile. A deconvolution procedure can be applied to reveal the shape of the original profile, as discussed in Section 4.6.

4.5 Special Profiling Techniques

Besides the general sputter profiling techniques there are some useful alternative methods which require special equipment: variation of the electron emission angle and energy in XPS and AES, crater edge profiling in SAM and ball cratering in combination with SAM.

4.5.1 Variation of the electron emission angle and the electron energy

These methods are non-destructive and are used to study compositional variations in the outermost atom layers of the solid. We shall first consider varying the electron emission angle. The principle of profiling by variation of the effective escape depth by variation of the electron emission angle is obvious from the general expressions equations (4.6) and (4.8), where $\phi$ is the angle between the normal to the sample and the direction of emission of the Auger electrons or photo-electrons. If $\lambda_i$ is a continuous variable, equation (4.6) means that the intensity is given by a Laplace function $\mathcal{L}$ of the real concentration $c_i(z)$. This is an integral transformation with the conditions $0$ for $z < 0$ and $\exp[-(1/\lambda_i)z]$ for $z > 0$. Thus equation (4.6) can be expressed as

$$I\left(\frac{1}{\lambda_i}\right) = \text{constant } \mathcal{L}[c_i(z)]$$

(4.23a)
\( c_i(z) \) is then determined by the inverse Laplace transformation \( \mathcal{L}^{-1} \) according to

\[
c_i(z) = \text{constant } \mathcal{L}^{-1} \left[ I \left( \frac{1}{\lambda_1} \right) \right]
\]

(4.23b)

The general equations (4.23a,b) are applicable for both AES (neglecting \( r_b \)) and XPS. The problem is that equation (4.6) has to be solved for an unknown integral \( c_i(z) \). For some special cases, the solution can be found in mathematical tables.

For a concentric hemispherical analyser (CHA) with extraction lens, as most frequently used in XPS, the experimental determination of \( I(1/\lambda) \) is straightforward by tilting the sample, as discussed by Fadley\(^{10}\) and more recently by Ebel\(^{11,98}\), although problems may arise with surface roughness and at the angle \( \varphi > 80^\circ \), due to total reflection of the emitted electrons.\(^{11,11,98}\)

Because of the limitations in sensitivity (cf. Section 4.3.2), the depth range covered is restricted to \(< 3 \lambda^0\), i.e. < 5 nm. Furthermore, the depth resolution is limited by the experimental error of the intensity measurement. The most important application of the method of emission angle variation is the detection of the thickness of thin layers, as contamination\(^{4,47}\), implantation\(^{12}\) or segregation layers. The simple case of a homogeneous layer of thickness \( d \) of an element A on a substrate B is given by the normalized intensities (according to the solution of equations 4.6 and 4.8)\(^{4,47}\):

\[
\frac{I_A^0}{I_A^0} = 1 - \exp \left( - \frac{d}{\lambda_{A,A}^0 \cos \varphi} \right)
\]

(4.24a)

\[
\frac{I_B^0}{I_B^0} = \exp \left( - \frac{d}{\lambda_{B,A}^0 \cos \varphi} \right)
\]

(4.24b)

where \( \lambda_{A,A}^0 \) is the inelastic mean-free path of A electrons in A and \( \lambda_{B,A}^0 \) that of B electrons in A. For the special case of \( \lambda_{A,A}^0 \approx \lambda_{B,A}^0 \) the ratio \( (I_B^0/I_B^0)/(I_A^0/I_A^0) \) is shown in Figure 4.12 as a function of the emission angle \( \varphi \) for different values of \( d/\lambda^0 \).

Using a CMA for the electron energy analysis, complications with respect to the analyser geometry arise which restrict the useful angle variation and influence the signal intensity by shadowing effects.\(^4\) A possibility to circumvent these difficulties is to use the CMA with a rotatable drum device with a slit which cuts out a segment (e.g. 4° or 12°) of a defined azimuth \( \theta \) from the acceptance cone.\(^4\) If the fixed angle of the sample surface normal to the CMA axis is \( \alpha \), the relation between the azimuth angle and emission angle is given by:\(^4,47\)

\[
\cos \varphi = \sin \alpha \sin \varphi_A \cos \vartheta + \cos \alpha \cos \varphi_A
\]

(4.25)
Figure 4.12 The ratio of equations (4.24a,b), \( (I_B/I_B^0)/(I_A/I_A^0) = (I_B/I_A)_N \), plotted as a function of the emission angle \( \varphi \) for different values of \( d/\lambda \) (assuming \( \lambda_{B,A}^0 = \lambda_{B,A} = \lambda \)).

where the CMA analysing angle \( \varphi_A = 42.3^\circ \) and \( \alpha \leq \varphi_A \). For \( \alpha = 30^\circ \), it follows from equation (4.25) that \( 0.3 \leq \cos \varphi \leq 0.97 \) for \( 0 \leq \varphi \leq 180^\circ \). Figure 4.13 shows an example taken with this geometry (\( \alpha = 30^\circ \), double-pass CMA), where the thickness of a contaminating layer on Nb_2O_5 consisting of carbon and oxygen hydrides was determined using the C 1s and O 1s peaks. Here, the O 1s peak could be deconvoluted in two peaks for the oxide and

Figure 4.13 Determination of the composition profile of a contamination layer on Nb_2O_5 consisting of carbon and oxygen hydrides by the method of emission angle (\( \varphi \)) variation (CMA with rotatable transmission slit) using the XPS intensity ratios \( I(O\ 1s\ oxide)/I(O\ 1s\ hydroxide) \) and \( I(C\ 1s)/I(O\ 1s\ hydroxide) \) according to Figure 4.12. The constancy of the latter ratio shows an almost homogenous layer of \( d/\lambda(O) = 0.71 \), which gives the thickness \( d = 1.6 \) nm with \( \lambda(O) = 2.3 \) nm.
hydroxide (0.7 eV binding energy difference). Assuming that the oxide peak stems totally from the Nb₂O₅, the ratio of equations (4.24a,b), as shown in Figure 4.14, was used to calculate the respective d/λ(O) = 0.71. The constant ratio I(C 1s)/I(O 1s hydroxide) shows that there is no detectable variation of the composition of the contamination layer with depth. Note that by use of signals of the same subshell the asymmetry term in quantitative XPS

Figure 4.14  Crater edge profiling of a NiCr multilayer structure.⁶¹ (a) Schematic of crater edge profiling for the case of a gaussian ion beam with standard deviation σ tan αₘ = 0.6 zₒ/x(σ). The NiCr multilayer structure profiled is schematically shown. (b) Line scans for the Cr (529 eV) and Ni (848 eV) intensities across the region indicated in (a) with single-layer thickness d = 11.5 nm, dₑ = 10 μm, tan αₘ = 1.9 × 10⁻⁴
cancels. Otherwise an additional intensity variation with \( \theta \) must be taken into account.\(^99\)

In summary, the main advantage of the use of emission angle variation to obtain depth profiles is, particularly in XPS, that it is non-destructive and yields an absolute depth scale in terms of \( \lambda^0 \). However, it is restricted to very thin layers \( \leq 3 \lambda^0 \) (about \( \leq 5 \) nm) and requires appropriate experimental equipment (see also Chapters 3 and 9).

The second method, by varying the electron energy, also makes use of equations 4.23 and 4.24) and relies on the energy dependence of the escape depths \( \lambda^0 \cos \varphi \). For instance, if we compare the relative intensities of low energy, \( I_b \), and high energy, \( I_B \), peaks from the substrate with the homogenous overlay of thickness \( d \) with the relative intensities of the clean substrate \( I_b^0 \) and \( I_B^0 \), respectively, it is easy to show that

\[
d = \frac{\lambda_{BA}^0 \lambda_{BA}^0}{\lambda_{BA}^0 - \lambda_{BA}^0} \cos \varphi \ln \left( \frac{I_b^0/I_B^0}{I_b^0/I_B^0} \right)
\]

\( (4.26) \)

### 4.5.2 Crater edge profiling with SAM (scanning Auger microscopy)

In the technique of crater edge profiling\(^61\),\(^100\) the crater effect of a static Gaussian ion beam on depth resolution\(^62\) (see Section 4.4.2) is used in a positive manner to obtain a depth profile. It is related to the conventional angle lapping technique. As depicted in Figure 4.14(a), the slope of the crater can be used to transform a displacement of the well-focused electron beam (\( \alpha \) coordinate parallel to the sample surface) into a depth scale (\( \epsilon \) coordinate) by a relation similar to equation (4.17). An example for determination of the profile of a NiCr multilayer sandwich sample is shown in Figure 4.14(b).\(^61\)

The instrumental depth resolution as determined by the electron beam diameter \( d_e \) is\(^61\)

\[
\Delta z_e = d_e \tan \alpha
\]

\( (4.27) \)

where \( \tan \alpha \) is the slope of the crater. The accuracy of the profile depends on the accuracy of the shape of the crater, which is proportional to the intensity distribution within the ion beam (to be measured by a Faraday cup). However, with respect to factors dependent on the escape depth, sample composition and topography, as well as with respect to bombardment-induced effects, the limitations in depth resolution are expected to be similar to general profiling.\(^62\) The main advantage of this technique is that a depth profile can be obtained at ease after sputtering so that information loss is prevented and the signal-to-noise figure can be improved.

### 4.5.3 Profiling by ball cratering and SAM

This technique\(^101\) is a special case of the well-established angle lapping technique. Like the latter, it is useful for profiles of several micrometres depth
which consume a tremendous sputtering time in general equipment. It overcomes many of the difficulties of angle lapping by using a rotating steel ball coated with fine diamond paste. The geometry of the crater is illustrated schematically in Figure 4.15.101 Since the radius $R$ of the ball is known (typically 1–3 cm), the depth $d$ of the crater is given by $D^2/8R$, where $D$ is the crater diameter. The lateral position of the electron beam on the spherical crater can be related to depth by the geometry shown in Figure 4.15. Assuming a perfectly smooth crater the depth $z$ is related to the distance $x$ by which the electron beam is moved from the crater edge$^{101}$ by

$$z = d - R + \left[ R^2 - \left( \frac{D}{2} - x \right)^2 \right]^{1/2} \quad (4.28)$$

The inherent depth resolution is given by

$$\Delta z_h = \frac{d_e}{R} \left[ 2R(d - z) \right]^{1/2} + m \quad (4.29)$$

where $d_e$ is the diameter of the electron beam and $m$ is an additional term taking into account surface roughness. In practice, depth resolution is limited mainly by the surface roughness generated during wear process. Equation (4.29) shows that the relative depth resolution $\Delta z_h/z$ is improved for larger depths as shown by Walls, Hall and Sykes.$^{101}$ Lea and Seah$^{102}$ have given criteria for the use of general AES sputter profiling and mechanical lapping with respect to optimum $\Delta z$ as a function of total sputtered depth.

The advantage of ball cratering with respect to depth resolution shows up for depth profiles over large depths (>2 μm). Compared to conventional sputter profiling and to crater edge profiling it has the advantage that an absolute and linear depth scale is established with a defined surface topography, in spite of the fact that some materials (very soft or very brittle) may lead to difficulties (smearing and cracking). For smaller depths (<2 μm), sputter profiling is a more sensitive technique than mechanical abrasion and has an inherently better absolute depth resolution.
4.6 Deconvolution Procedures for Sputtering Profiles

Assuming that the first step in quantification of a sputtering profile, i.e. the
determination of the true (linear) depth scale (Section 4.3.1) and the concen-
tration scale (Section 4.3.2), has been made, we still have to consider all the
effects which may have distorted the true profile (Section 4.4). The task is
then the solution of equation (4.14):\(^{49,53}\)

\[
I(z) = \int_{z}^{z'} c(z')g(z-z')\,dz
\]  

(4.30)

where \(c(z')\) is the true profile, \(I(z)\) the depth and intensity scale corrected
concentration profile and \(g(z-z')\) is the resolution function. The latter is the
result of all the contributions to sputtering profile distortion in a specific
experiment, as discussed in Section 4.4. If a single contribution is known it
can be treated separately. This is particularly useful for the escape depth
effect (together with the back-scattering effect in AES), given by

\[
g_{\lambda, r_{b}}(z - z') = r_{b}(z)\exp\left[-\frac{(z - z')}{\lambda_{i}}\right]
\]  

(4.31)

Inserting equation (4.31) into equation (4.30) shows the similarity with equa-
tion (4.6), for which the explicit solution is given by equation (4.9) for
\(r_{b}(z) = \text{constant}.\) The back-scattering factor can also be taken into account by
an appropriate exponential function.\(^{3,59}\) A first-order approximation of quan-
tification using a rectangular approximation of equation (4.6) by the product
\(r_{b}(X_{A}/X_{B})\lambda_{i}(X_{A}/X_{B})\) for binary systems A/B has been given by Morabito and
others.\(^{6,37}\) In this case, a composition-dependent calibration factor is applied
to the measured profile. It should be noted that the corrections for back-
scattering and escape depth yields a profile which is still broadened by the
other factors discussed in Section 4.4.

Even if the different resolution functions originating from these factors are
asymmetric (as, for example, from atomic mixing\(^{79,83}\)), their superposition can
be approximated with sufficient accuracy by a Gaussian resolution function:

\[
g(z - z') = \left(\frac{\pi \Delta z^2}{2}\right)^{-1/2} \exp\left[-2\left(\frac{z - z'}{\Delta z}\right)^2\right]
\]  

(4.32)

where \(\Delta z = 2\sigma\) is the depth resolution defined in Section 4.4.1.1. A de-
pendence \(\Delta z = f(z)\) (see Table 4.1) can be inserted into equation (4.32).

For an arbitrary resolution function—as for a Gaussian—equation (4.30)
cannot be solved explicitly. In this case, two mathematical approaches have
been developed:\(^{103}\) the Fourier transform method and the iterative method of
Van Cittert.\(^{104}\) Wertheim\(^{105}\) has discussed the equivalence of both methods.
The method of successive iterations was first applied to depth profiling by Ho
According to this approach, the solution after the \( n \)th iteration, \( c^n(z) \), is given by:

\[
c^n(z) = c^{n-1}(z) + I(z) - \int_{-\infty}^{+\infty} c^{n-1}(z')g(z - z') \, dz'
\]  

with \( c^0(z) \equiv I(z) \) (= the concentration profile as measured and calibrated). It is expected that \( \lim_{n \to \infty} c^n(z) \equiv c(z) \) if the iteration converges. Equation (4.33) is easy to solve by computer numerical methods.

The applicability of the Van Cittert method can be tested analogously to a proposal by Madden and Houston\(^{106}\) if the true profile \( c(z) \) is assumed as an error function. Thus, a ‘measured’ profile is obtained by folding \( c(z) \) by a Gaussian function \( g(z - z') \)^{14,49,53}

\[
c(z) = 0.5 \left[ 1 - \text{erf} \left( 2^{1/2} \frac{(z - z_0)}{\Delta z_0} \right) \right]
\]

\[
g(z - z') = \left( \frac{\pi \Delta z_g}{2} \right)^{1/2} \exp \left[ - \frac{2(z - z')^2}{\Delta z_g^2} \right]
\]

where \( z_0 \) defines the interface (50 per cent value), \( \Delta z_0 \) is the 2\( \sigma \) value of the true profile and \( \Delta z_g \) is the depth resolution which defines \( g(z - z') \). Inserting equations (4.34) and (4.35) into equation (4.30) we obtain a ‘measured’, normalized profile \( I(z) \):

\[
I(z) = 0.5 \left[ 1 - \text{erf} \left( 2^{1/2} \frac{(z - z_0)}{\Delta z} \right) \right]
\]

with

\[
\Delta z = \left[ \Delta z_0^2 + \Delta z_g^2 \right]^{1/2}
\]  

The convergence can be monitored by comparing the width \( \Delta z_0 \) of the true profile with the width of the deconvoluted profile after the \( n \)th iteration, \( \Delta z_0^n \). In Figure 4.16 this convergence factor is shown as a function of the parameter \( \kappa = \Delta z_0/\Delta z_g \) for \( 0.05 \leq \kappa \leq 1.5 \) and for 0, 2 and 10 iterations. The influence of \( \kappa \) on the convergence is obvious. Figure 4.16 shows that only cases with \( \kappa \geq 1 \) are suitable for the true profile recovery with a reasonable number of iterations. It can be shown that for \( \kappa < 1 \) oscillations arise\(^{48,106}\) and the true profile cannot be regenerated.

Applying the above criterion (\( \kappa \geq 1 \)) to the measured \( \Delta z \) in equation (4.37) we obtain

\[
\frac{\Delta z}{\Delta z_g} \geq 2^{1/2}
\]
This means that the generation of the true profile $c(z)$ is only possible if the induced broadening $\Delta z_g$ is less than 70 per cent of the measured $\Delta z$. The condition given by equation (4.38) can be easily extended to the slope $dl/dz$ of a normalized measured profile $I(z)$ if we consider the definition of the inverse maximum slope in an error function profile ($0 < I < 1$), where $dz/dl = 1.25 \Delta z$. Then equation (4.38) becomes

$$\Delta z_g \left( \frac{dl}{dz} \right) \leq 0.566$$  \hspace{1cm} (4.39)

Analysing the deviation of the 'measured' width of the profile, $\Delta z$, from the true width, $\Delta z_0$, as defined by equation (4.37) with respect to equations (4.38) and (4.39) we can distinguish between three regions (I, II, III) which are depicted in Figure 4.17. If the maximum slope of the measured profile is less than 10 per cent of the $\Delta z_g$ of the resolution function, the deviation between measured and true profile with respect to resolution is less than 1 per cent and therefore no deconvolution at all is required (Figure 4.17, region I). A deconvolution after the iterative method as described above can be applied in region II where the maximum slope is less than 57 per cent of $\Delta z_g$. For a steeper slope the Van Cittert method does not converge, which means that there is some ambiguity in the generation of the true profile (region III).
Figure 4.17 The relative deviation \((\Delta z - \Delta z_0)/\Delta z\) between the depth resolutions of the measured (\(\Delta z\)) and the true profile (\(\Delta z_0\)) as a function of the product of the maximum slope \(d(I/I_0)/dz\) of the measured profile and the \(\Delta z_0\) of the resolution function for error function profiles.\(^{14}\) The three regions indicate the cases where: I, no deconvolution is necessary; II, the Van Cittert deconvolution scheme can be applied; III, deconvolution is ambiguous (true profile assumption and comparison with the measured profile).

Particularly in this case, the method of iterative true profile assumption can be applied successfully.\(^{3,49,53}\)

This is in fact a convolution method based on the assumption of a true profile and calculation of the ‘measured’ profile \(I(z)\) by equation (4.30), introducing a known resolution function.\(^{7,49,53}\) A direct comparison with the normalized experimental data shows the validity of the assumption. If deviations show up, the assumed true profile is modified and this procedure can be repeated until a sufficient agreement is obtained\(^{49}\) ('trial and error' method).

In general it is convenient to approximate the true profile by thin successive layers of constant concentration \(c(z_j)\) and thickness \(d = z_{j+1} - z_j\) and to calculate the corresponding measured, normalized intensity \(I_j(z)\) of each single layer which is given by\(^{3,7,51}\)

\[
I_j(z) = \frac{c(z_j)}{2} \left[ \text{erf} \left( \frac{z - z_j}{\Delta z_g} \right) \right] - \text{erf} \left[ 2 \left( \frac{z - z_j - d}{\Delta z_g} \right) \right] \]

(4.40)

A calculation using equation (4.40) has to be made for each layer \(c(z_j)\) at \(z_j\) for
Figure 4.18  Comparison of the true profile \( c(z) \) (-----) calculation starting with the measured profile \( I(z) \) (----) and the indicated resolution function.\(^{19}\) (a) Van Cittert method, \( n = 5 \) iterations; (b) iterative true profile assumption

about \(-1.5 \Delta z_g \leq z - z_j \leq 1.5 \Delta z_g\) (3 \( \sigma \) iterations with 99.7 per cent accuracy). The choice of \( d \) depends on the steepness of the profile and the desired precision with a reasonable lower limit of one monolayer thickness. After summing up the \( I_j(z) \) for any \( z \) a profile is obtained which can directly be compared with the normalized measured profile.\(^{3,49}\)

\[
I(z) = \sum_{j} I_j(z) \tag{4.41}
\]

To illustrate the two deconvolution procedures discussed above, Figure 4.18 shows as an example the case of a triangular true profile.\(^{49}\) Figure 4.18(a) shows the application of the Van Cittert method and Figure 18(b) the method of iterative true profile assumption. Due to the pointed edge and the steep gradient in the profile, the generated ‘true’ profile in both cases shows some ambiguity with respect to the accuracy of the measurement (compare region III, Figure 4.17).

A correction of the broadening effect of the escape depth alone can also be performed by the iterative true profile assumption method. In this case, equation (4.40) has to be replaced by an equation similar to equation (4.8):\(^{7,51}\)

\[
I_j(z) = c(z_j) \left[ \exp \left( \frac{z - z_j}{\lambda_i} \right) - \exp \left( \frac{z - z_j - d}{\lambda_i} \right) \right] \tag{4.42}
\]

where \( \lambda_i \) is taken to be composition dependent (see Section 4.2.2) in the next better approximation.\(^7\) The summing up of all the single-layer contributions (equation 4.41) is the same as before. Since \( \lambda_i \) is the effective escape depth depending on the experimental geometry, equation (4.42) offers an approach to the non-destructive depth profiling technique of the emission angle variation (see Section 4.5.1) for an arbitrary profile. Setting \( \lambda_i = \lambda \cos \varphi \), then \( I(\varphi) = \sum_j I_j(\varphi) \) for any given angle \( \varphi \).
replaced by the $\lambda$-dependence. The angle-dependent normalized intensity generated in this way can be directly compared to the measured angle-dependent profile (compare Figures 4.12 and 4.13).

The general scheme of both deconvolution and convolution procedures is shown in Figure 4.19. The recommended methods (I, II, III) should be chosen according to the criteria given in Figure 4.17.

### 4.7 Summary and Conclusions

Any quantitative evaluation of depth profiling data obtained by combination of electron spectroscopy with ion sputtering requires a quantification of the signal intensity and the depth scale together with a knowledge of the depth resolution function, provided a composition change during the analysis is negligible or known. The speed of analysis, electron background considerations and above all the small analysis spot greatly favours high spatial resolution AES (SAM) over XPS. Whereas the decisive parameters for quantitative AES and XPS (electron escape depth and electron back-scattering in AES) are comparatively well defined, a prediction of the large number of parameters (depending on instrumental and ion beam/sample interaction characteristics) appears highly speculative at present. A recommended test of the depth scale estimation and of the instrumental set-up is the use of anodized layers of Ta$_2$O$_5$/Ta with defined interface location which will be available as standards from BCR (Bureau Committee du Reference) in the near future. In situ measurement methods of the eroded depth (e.g. optical interferometry, X-ray analysis) seem to be the only way to get a true precise calibration of the depth scale. A test for the ion beam induced alterations of the sample is possible by varying the sputtering conditions (e.g. ion species, ion energy and incidence angle). Alternative methods to conventional sputtering, like crater edge profiling, ball cratering and effective escape depth variation, are useful approaches in special cases.
After the first step in quantification (concentration and depth scales, a finite difference to the true, original profile remains, which is determined by the experimental depth resolution or, more precisely, the depth resolution function. A knowledge of this function allows the deconvolution of the normalized measured profile to obtain the true profile by numerical methods. Alternatively, a convolution of an assumed true profile and an iterative comparison with the measured profile allows the determination of the true composition profile. In any case, the key parameter for the reliability and precision of the latter is the experimentally resolved depth which depends on a careful optimization of the profiling conditions.
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Chapter 5
Quantification of AES and XPS
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5.1 Introduction

Since the very earliest applications of AES, efforts have been devoted to improve the accuracy of the quantification. However, with XPS, the main objective has, in the past, been the establishment of chemical state data, and so quantification is of more recent interest. Quantification in both techniques is treated here in one chapter since both involve electron spectroscopy and many of the new instruments have both techniques available. It is hoped that a unified methodology and symbology will aid those analysts now having to grapple with the two techniques simultaneously.

There are three basic routes to quantification, probably applicable to all forms of analysis: (a) calculation of the relevant terms from basic principles, (b) the use of published data bases and (c) the use of locally produced standards or a local data base. In practice, for the analyst, a blend of the three approaches may be most effective.

In the sections that follow the basic terms that give rise to the intensity, first in AES and then XPS, will be outlined for the simple case of homogeneous bulk alloys. This also enables the application of published or locally produced data bases, as alternative routes, to be viewed in perspective and their inherent approximations to be understood. In general, however, surface analysis is used for two main groups of sample which are not homogeneous, as discussed in Chapters 6 to 10. The first group is that of adsorbates, where surface analysis is used in its classical sense to identify and measure sub-monolayer quantities of atoms or molecules residing at the outermost atom layer of a solid, whereas the second group are those with thicker layers to be analysed with simultaneous in situ ion bombardment to give composition-depth profiles. These two groups will be discussed within the unified formalism at the end of the chapter.
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An interesting point to start from is the simple linear expression that the intensity of the signal $I_A$, from element A in a solid is simply proportional to the molar fractional content, $X_A$, in the analysis depth. Thus:

$$X_A = \frac{I_A}{I_A^\infty}$$  (5.1)

where $I_A^\infty$ is the intensity from pure A. Since, in general, $I_A$ is not known but the ratio $I_A^\infty/I_B^\infty$ may be, where B is another constituent of the solid, the more useful form of equation (5.1) becomes

$$X_A = \frac{I_A/I_A^\infty}{\sum_{i=A,B} I_i/I_i^\infty}$$  (5.2)

where the sum is over all of the constituents of the solid. Equation (5.2) is a useful first try at quantification, but in the next two sections the terms contributing to $I_A$, in AES and XPS, will be discussed so that the form and extent of the necessary correction terms may be understood.

### 5.2 Quantification of AES for Homogeneous Binary Solids

There are two main problems in quantifying AES: establishing the correct equation to use and establishing the correct measurement to make.

#### 5.2.1 Basic considerations

The incident electron beam, on striking the solid, penetrates with both elastic and inelastic scattering and eventually comes to rest at a depth of 1–2 μm, as shown in Figure 5.1. As discussed in Chapter 3, these energetic electrons can ionize atoms in the solid in core level X which subsequently de-excites by an electron falling from a higher level Y, the energy balance being removed by the ejection of an electron from level Z. This last electron, the so-called XYZ Auger electron, thus has a well-defined energy.

The earliest calculations of the ionization cross-section, $\sigma_X(E)$, by electrons of energy $E$, in AES, are those of Bishop and Rivière. Following approaches originally developed for the X-ray microprobe analyser they use the Worthington and Tomlin cross-section, given by

$$\sigma_{ax}(E) = 1.3 \times 10^{-13} \frac{bC}{E_{AX}^2} \text{ cm}^2$$  (5.3)

where $b = 0.35$ for the K shell and 0.25 for the L shell. The function $C$ depends on the primary electron beam energy, $E_p$, and rises from zero at $E_p = E_{AX}$ to 0.6 at (2 to 3) $E_{AX}$ and then declines slowly at higher energies. Taking a typical value of $C = 0.5$, the above cross-section gives an ionization efficiency of the order of $10^{-4}$ for the electron beam passing through an
adsorbed monolayer. Thus, for 1 per cent. of a monolayer, bearing in mind that the total secondary electron emission coefficient for many solids is around unity, the Auger electron signal will be a peak on a background which contains $10^6$ times as many electrons. The measurement problems that this causes are explained in Chapters 2 and 3. Current measurements of $\sigma_{AX}(E)$ give a better agreement with Gryzinski's cross-section, the energy dependence of which is shown in Figure 5.2 together with some experimental results, although the absolute value of the cross-section is still as low as that of Worthington and Tomlin.

In the above we have considered the ionization of level X in atoms in the surface zone due to the primary electron beam of energy $E_p$. There is additional ionization of the level due to the back-scattered energetic electrons shown in Figure 5.2 of Chapter 3. If the true back-scattered electron spectrum is $n(E)$ per unit incident electron, the total ionization of level X is given by:

$$\sigma_{AX}(E_p) + \int_{E_{AX}}^{E_p} \sigma_{AX}(E)n(E) \, dE$$

(5.4)
which is, in turn, often written

$$\sigma_{AX}(E_p)[1 + r_M(E_{AX}, E_p, \alpha)]$$

(5.5)

where the back-scattering term $r_M$ is dependent on the matrix $M$ in which the A atoms are embedded and the angle $\alpha$ to the surface normal of the incident electron beam. Evaluations of the back-scattering term, $r_M$, have been made by several authors by Monte Carlo calculations$^{2,6,8}$ and empirically by Reuter.$^9$

The calculations are roughly in agreement for deep core levels but Reuter's relations err on the low side for core levels below 500 eV. Shimizu and Ichimura's$^6$ calculations are most complete and so are included here. Figure 5.3, compiled from their work, shows how $r_M$ increases with atomic number, $Z$, and reduces with the depth of the core level $E_{AX}$ for a 5 keV electron beam incident at $\alpha = 30^\circ$ to the surface normal. Figure 5.4(a) shows how $r_M$ varies with $Z$ and Figure 5.4(b) the variation with $\alpha$. A final term giving additional ionization of the core level $X$ arises from Coster–Kronig transitions. These are very rapid but occur only between shells of the same principal quantum number. Thus, for instance, a hole in the $L_1$ shell is filled by an electron from $L_2$ or $L_3$ and similarly $L_1$ can be filled from $L_3$. Thus, the more weakly bound levels have added ionization and give stronger Auger electron peaks.

We are now in a position to consider the total contribution to the Auger electron signal. The ionized core level $X$ decays with a probability of Auger electron emission through the $XYZ$ transition, $\gamma_{XYZ}$. The created Auger electron then has a probability $e^{-1}$ of travelling a distance characterized by the
Figure 5.3  The back-scattering term, $r_M$, for a range of elements using 5 keV electrons at 30° from the surface normal. From the data of Shimizu and Ichimura.

Figure 5.4  The dependence of $r_M$ on (a) atomic number $Z$ and (b) the angle of incidence of the electron beam $\alpha$. (From the data of Shimizu and Ichimura.)
inelastic mean free path in the matrix, $\lambda_M(E_{AXYZ})$, before being inelastically scattered and no longer appearing in the Auger electron peak. Thus the flux of Auger electrons decays as $\exp(-l/\lambda)$ as a function of the distance $l$ from the point of origin. The characteristic depth from which Auger electrons can be emitted is simply $\lambda_M(E_{AXYZ}) \cos \theta$, where $\theta$ is the angle of emission to the surface normal. This combined term is often called the escape depth. Values of $\lambda$ are in the range 2–10 atom layers, as shown in the compilation of experimental data shown in Figure 5.5.[10] It is this important phenomenon that makes both AES and XPS surface-sensitive techniques. The emitted Auger electron then is detected by an electron spectrometer with transmission efficiency, $T(E_{AXYZ})$, and an electron detector of efficiency, $D(E_{AXYZ})$. Thus the Auger electron current, $I_{AXYZ}$, may be written:

$$I_A = I_0 \sigma_A(E_p) [1 + r_M(E_A, \alpha)] T(E_A) D(E_A) \int_0^\infty N_A(z) \exp[-z \lambda_M(E_A) \cos \theta] \, dz$$

(5.6)

where for clarity the XYZ subscript has been omitted. $I_0$ is the primary electron beam current and $N_A(z)$ is the A atom distribution with depth $z$ into
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Figure 5.5  The dependence of $\lambda$ on electron energy. (After Seah and Dench[10])
the sample surface. If the electron spectrometer has a large angular aperture, the current should be integrated over the appropriate solid angle.

At the present time no analyst uses equation (5.6) directly for quantification. For homogeneous binary systems, AB, the integral may be evaluated to be simply \( N_A \lambda_m(E_A) \cos \theta \). We can reduce the number of unknowns further by considering the ratio of intensities \( I_A/I_B \) and that ratio, in turn, to the ratio for pure element standards, \( I_A^* / I_B^* \), recorded on the same instrument. Thus

\[
\frac{I_A / I_A^*}{I_B / I_B^*} = \frac{[1 + r_{AB}(E_A)]N_A \lambda_{AB}(E_A)[1 + r_B(E_B)]N_B^* \lambda_B(E_B)R_B^*}{[1 + r_{AB}(E_B)]N_B \lambda_{AB}(E_B)[1 + r_A(E_A)]N_A^* \lambda_A(E_A)R_A^*}
\] (5.7)

where \( R_A^* \) and \( R_B^* \) are the roughnesses of the pure element standards and \( N_A^* \) and \( N_B^* \) their atom densities. The ratio \( R_A^* / R_B^* \) can be ignored if the ratio \( I_A^* / I_B^* \) is established for many samples or from an in situ fracture surface of a homogeneous alloy of AB. Equation (5.7) may be simplified further by noting that

\[
N_A^* = a_A^{-3} \quad \text{and} \quad N_A = a_{AB}^{-3} X_A
\] (5.8)

such that

\[
\frac{N_A N_B^*}{N_B N_A^*} = \frac{X_A}{X_B} \left(\frac{a_A}{a_B}\right)^3
\]

where \( X_A \) is the required molar fractional composition of the solid and \( a_M \) is the atom size of A derived from 1000 \( \rho_M N a_M^3 = A_M \) where, in turn, \( \rho_M \) is the density (in kilograms per cubic metre), \( N \) is Avogadro’s number and \( A_M \) the mean atomic weight of the matrix atoms (of course, if the matrix is A this is just the atomic weight of A). From the work of Seah and Dench\(^\text{10}\) the inelastic mean free path is given approximately by

\[
\lambda_m = 0.41 a_M^{1.5} E_M^{0.5}
\] (5.9)

where \( \lambda_m \) and \( a_M \) are in nanometres and \( E_M \) is in electronvolts. Thus, combining equations (5.8) and (5.9) in equation (5.7) gives

\[
\frac{X_A}{X_B} = F_{AB}^A \left(\frac{I_A / I_A^*}{I_B / I_B^*}\right)
\] (5.10)

where the Auger electron matrix factor \( F_{AB}^A \) is given by

\[
F_{AB}^A(X_A \rightarrow 0) = \frac{1 + r_A^* (E_A)}{1 + r_B (E_A)} \left(\frac{a_B}{a_A}\right)^{1.5}
\] (5.11)

\[
F_{AB}^A(X_A \rightarrow 1) = \frac{1 + r_A (E_B)}{1 + r_B (E_B)} \left(\frac{a_B}{a_A}\right)^{1.5}
\] (5.12)

From Figure 5.3 it can be seen that the ratio \( r_A / r_B \) is not very energy
dependent and so $F_{AB}^A$ varies little across the composition range from A to B and may usefully be considered as a constant for the AB system.

The above approach was originated by Hall and Morabito$^{11}$ who calculated the matrix terms for the two extremes of equations (5.11) and (5.12) for 4860 binary systems. Instead of using the Monte Carlo back-scattering calculations$^{6,8}$ they used Reuter’s empirical$^9$ relation but, as an added alternative for Seah and Dench’s$^{10}$ empirical inelastic mean free path assessments, also included Penn’s$^{12}$ theoretical predictions. In this way they showed that in 86 per cent. of the binary systems:

$$F_{AB}^A(X_A \rightarrow 0) = F_{AB}^A(X_A \rightarrow 1)$$ \hspace{1cm} (5.13)

to within 5 per cent. Hall and Morabito then noted that the distribution of the matrix factors centred about unity but that the scatter showed a width with a standard deviation factor of 1.5. If we ignore the matrix factors equation (5.10) reduces to equation (5.2). The magnitude of the error so produced is shown in Figure 5.6 which illustrates the relation between the true $X_A$ from equation (5.10) and the reported $X_A$ from equation (5.2) for various values of $F_{AB}^A$. It is surprising that many workers still use equation (5.2) when the evaluation of the matrix factors is apparently straightforward.
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**Figure 5.6** A comparison between the true composition and that deduced ignoring the matrix term
As an example, the matrix factor for carbon in iron would be

$$F_{CFe}^{A} = \left[ \frac{1 + r_{C}(E_{C})}{1 + r_{Fe}(E_{C})} \right] \left( \frac{a_{Fe}}{a_{C}} \right)^{1.5}$$

$$= 1.23 \left( \frac{0.22752}{0.20696} \right)^{1.5}$$

$$= 0.783$$

and similarly for aluminium in nickel $F_{AlNi}^{A} = 0.70$ for the high-energy aluminium peak and 0.68 for the low-energy one. These matrix factors are tabulated by Hall and Morabito as 0.997, 0.999 and 0.589, respectively. The differences between these two groups come not from the back-scattering terms but from the differences between the $\lambda$ values from Seah and Dench$^{10}$ and from Penn.$^{12}$ It should be remembered that the experimental data shows a scatter factor of 1.3 about Seah and Dench's compilation and 1.4 about Penn's, and high accuracy is therefore not yet attainable in the matrix factors. Indeed, on average, Penn's $\lambda$ values are 0.83 of Seah and Dench's and this ratio itself exhibits a scatter of 30 per cent.

In the above it has been assumed that the reference spectra have been recorded on the same instrument as that used for the analysis. If this is not the case the two terms $T(E_{A})$ and $D(E_{A})$ need consideration. It is fortunate that, today, most AES studies use spectrometers that are operated in a mode of constant $\Delta E/E$ where $\Delta E$ is the energy resolution of the spectrometer at energy $E$ (see Chapter 2). This means that the transmission of most spectrometers, $T(E_{A})$, is simply proportional to $E_{A}$ provided there are no stray magnetic fields. In this case the $T(E_{A})$ terms cancel out and may be ignored. The detector efficiency, however, is not constant between instruments. As shown by Davis et al.$^{1}$ the electron multiplier gain increases with $E_{A}$ from zero to a peak around 300 eV and then declines slowly. This effect may be largely overcome by biasing the front of the multiplier to 150 V so that it sees no electrons of low energy. This reduces the errors due to $D(E_{A})$ variation to below 5 per cent over the 2000 eV energy range.

So far we have avoided any discussion of what constitutes $I_{A}$. In fact, the discussion is valid for any measure of the Auger electron intensity provided that it can be used consistently. This causes a problem, as discussed below.

### 5.2.2 The measurement of intensity

In the past it has been customary to measure the peak-to-peak value of the signal in the derivative energy spectrum, as discussed in Chapter 3. This is perfectly valid and, within three main restrictions, these values may be used for $I_{A}$ and $I_{A}^{*}$. These restrictions are that the peak shapes are the same in the analysis and reference spectra, that the analysers used for both spectra have
the same resolution and that, in both cases, the same modulation is used. For the analysis of metallic alloys with reference data taken on the same instrument this is fairly readily achieved. One can then use, for instance, for spectrometers with a resolution of 0.6 per cent, the Handbook of Auger Electron Spectroscopy\(^1\) which compiles \(I_A^x\) data for 3, 5 and 10 keV electron beam energies. An example of a set of relative sensitivity factors, \(I_A^x\), are given in Figure 5.7.

If now we relax two constraints, the analyser resolution and the modulation, what corrections must be invoked? We should understand these corrections since the effects of stray magnetic fields\(^{13}\) and misplacement of the sample\(^{14}\) affect the energy resolution of the CMA very strongly and, even though we may be using the same model analyser as in the Physical Electronics’ Handbook,\(^1\) we may not achieve the same resolution. Also, the precise modulation is not given in that Handbook although the effects of modulation are clear in McGuire’s Auger Electron Spectroscopy Reference Manual.\(^{15}\) For singlet peaks the effects of modulation voltage, \(V\), may be described by the universal curve shown in Figure 5.8. Here it is assumed that the peak is asymmetric and that the negative wing may be described by a half width, \(\frac{1}{2}W\), as shown. The positive wing will generally have a different value of \(W\), and so only the negative wing will be considered and the intensity measured is the
peak-to-background height, \( h \). Thus, Figure 5.8 allows us to convert from one modulation to another for singlet peaks, providing the width \( W \) is known. For general analysis with 5 V peak-to-peak modulation and with a spectrometer of 0.5 per cent resolution, a scan from 100 to 2000 eV covers peaks that are well saturated below 1 keV to peaks that are on the linear portion in Figure 5.8 near 2000 eV.

If now we convert the data from one spectrometer to another with a different resolution, the intrinsic widths of the peaks change and their relative intensities also change. Figure 5.9 shows two spectra of the same surface using spectrometers of 0.3 and 1.2 per cent. resolution, respectively. It is clear that as the analyser resolution deteriorates the sharper peaks become attenuated more strongly than the broad peaks and that the main intensity appears to switch from copper to carbon. This change is all included in the universal curve of Figure 5.8. The copper peak at 920 eV moves from \( V/W = 1.6 \) to \( V/W = 0.54 \), losing a factor of 1.85 in \( hW \) and therefore 5.5 in \( h \), whereas the carbon moves from \( V/W = 0.71 \) to 0.65 causing an intensity loss of only 1.18. Thus the relative change of the copper and carbon is 4.6, comparing very closely with the measured 4.3 from Figure 5.9.

A further word or two may clarify the use of Figure 5.8. If we consider any particular peak in the \( n(E) \) or \( En(E) \) spectra and double its width \( W \) at unit Auger electron current, it is clear that \( h \) will reduce a factor of 4, i.e. \( hW^2 \) is constant for small modulations \( V \) and hence \( hW \) is proportional to \( V/W \), as is seen for low modulations in Figure 5.8. Consider now the effect of Figure 5.8 on the relative intensities of two Auger electron peaks at 500 and 1000 eV in
a CMA of resolution 0.5 per cent. when the specimen is mis-positioned by 0.4 mm. The width of intense peaks will generally be governed by this resolution. This level of mis-positioning can easily occur in studying rough or fracture surfaces or where the analyst is unaware of the implications. Sickafus and Holloway\textsuperscript{14} show that this shift could broaden the resolution to 0.6 per cent., causing the $W$ values for the two peaks to change from, say, 2.9 and 5.2 eV to 3.4 and 6.2 eV. For 2 V peak-to-peak modulation the relative intensities of the two peaks would remain unaltered; however, at 5 V the 500 eV peak shifts from $V/W = 1.7$ to 1.5 whereas the 1000 eV peak shifts from 0.96 to 0.81, causing a 9 per cent relative loss in intensity of the 1000 eV peak with respect to that at 500 eV.

One way of reducing some of the above problems in the future would be to use a ramped modulation such that $V/W$ is kept at, say, 1.5 or 2 through the
spectrum. In this case sample misalignment would be less important. For a 0.5 per cent. resolution analyser the modulation would then be 0.75 or 1 per cent. of the energy with a lower limit of 2 V since the intrinsic width of most peaks is 1 to 1.5 eV.

A final aspect that must be considered is the effect of peak shape changes due to the changes in chemical environment. Figure 5.10 shows such shape changes for silicon in both the derivative and direct energy spectra. Additional examples can be found in Chapter 3. These shape changes are very difficult to handle and in this case, for quantification, the high-energy peak (1606–1619 eV) would be used, at which energy the analyser resolution would reduce the peaks to a similar shape. Alternatively, appropriate sensitivity factors must be established for each peak shape.

Figure 5.10 introduces the use of the direct energy spectrum, \( n(E) \) or \( En(E) \). It is clear that the Auger electron signal, \( I_A \), should be related to the
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Figure 5.10 Auger electron peaks for Si showing the changes in structure and a progressive shift to lower energies with increasing electronegativity in the bond. (After Madden)
area under the appropriate peak in the $n(E)$ spectrum. In Figure 5.10 this appears to be straightforward and allows us to include, naturally, the lower energy peak observed in SiO$_2$. The problems of modulation voltage and analyser resolution now disappear. Historically the derivative spectrum is used, as discussed in Chapter 3, as the Auger electron peaks are small and often superimposed on a sloping background in the direct energy spectrum. This means that the slope is amplified along with the peak and it becomes difficult to record the peaks. With the differential, however, the background is removed and so recording and measuring peaks is very easy. Today, with the increasing use of computers to record and process spectra, the problem of background removal and the display of the Auger electron peaks in the direct spectrum can be removed and considerable efforts are under way to develop suitable background subtraction routines. Figure 5.11 gives an example of both derivative and direct spectra for a contaminated copper sample. Firstly, it should be noted that the relative sensitivity factors from the derivative spectra cannot be used in the direct spectra. This is evident since carbon and silver have similar sized peaks in the differential spectrum of Figure 5.11 but widely different areas in the direct spectrum.

The first method of constructing a background removal routine involved the use of spline polynomials.\textsuperscript{20} It became clear early on that this method did not give a unique area to a peak but that the result depended strongly on the boundary conditions. For instance, in Figure 5.11 a smooth background drawn under the oxygen, silver and carbon peaks would give oxygen contributions over a range of 150 eV and would include approximately twice as many inelastically scattered oxygen Auger electrons as those in the peak itself. The oxygen intensity would therefore be characteristic of many times the inelastic mean free path depth, whereas the silver, summed over the peak width alone, would be characteristic of the usual depth associated with the differential spectrum. These shortcomings of background subtraction routines are discussed at length elsewhere;\textsuperscript{21} however, it is important to be able to use the direct spectrum because measurements in high spatial resolution Auger microscopes, where the beam currents are low and counting techniques are used, may not be available through modulation techniques. An elegant analysis of the source of the background has been made by Sickafus.\textsuperscript{22,23} He shows that the background on the low-energy side of the peak is comprised of a step due to inelastic scattering of the Auger electrons from surface atoms in the bulk, plus a rising contribution due to scattered Auger electrons originating within the bulk. This step is shown clearly in Figure 5.12 for Auger electron peaks recorded during XPS measurements of copper. This background problem is, in fact, exactly the same as that in XPS to be described in Section 5.3.2, and it seems highly likely that the solution used there would be applicable in AES; i.e. to use the background devised by Shirley,\textsuperscript{24} which rises in proportion to the area of peak at higher energies above the background. This is described
Figure 5.11  Differential and direct electron spectra from contaminated copper
more fully in Section 5.3.2 and, at the present time, has the most promise for quantitative measurements in the direct spectrum in AES.

A slightly different solution, which does not use relative sensitivity factors but which uses libraries of standard spectra, has been proposed. In this method appropriate proportions of different standard spectra are subtracted out of the original spectrum until all the peaks are accounted. This method effectively gives $I_A/I_A^*$ values which may be used in the equations for quantification and has the advantage of highlighting any differences in spectra due to chemical changes or the presence of small quantities in peak overlap regions. Unfortunately, at the present time, libraries of direct spectra are not available.

In the above we have considered the relationships and measurements to quantify the AES of homogeneous materials. In the next section the analogous problems for XPS are treated. The problems in quantifying adsorbates and sputtered composition depth profiles are then presented in a unified format for both AES and XPS.

**5.3 Quantification of XPS for Homogeneous Binary Solids**

The analysis here parallels that in Section 5.2.
5.3.1 Basic considerations

The analogous picture to Figure 5.1 for XPS shows the characteristic X-rays penetrating the solid to a depth of many micrometers and ionizing atoms in the core level X over this depth. The ejected core electrons move through the solid and are finally ejected from the surface with some energy loss. Only those created in a zone characterized by a depth $\lambda_M(E_{AX}) \cos \theta$ from the surface escape to provide the line intensity in the XPS spectrum. As before, $\lambda_M(E_{AX})$ is the inelastic mean free path of the characteristic XPS electrons of energy $E_{AX}$ from level X of element A in matrix M, and $\theta$ is the angle of emission of the electron from the surface normal. The $E_{AX}$ dependence of $\lambda$ is shown in Figure 5.5.

In an analogous manner to equation (5.6) we may write

$$I_A = \sigma_A(h\nu)D(E_A) \int_{y=0}^{\pi} \int_{\phi=0}^{2\pi} L_A(\gamma) \int_{y=-\infty}^{\infty} \int_{x=-\infty}^{\infty} J_0(xy)T(xy\gamma\phi E_A) \int_{z=0}^{\infty} N_A(xyz) \times \exp[-z/\lambda_M(E_A)\cos \theta] \, dz \, dx \, dy \, d\phi \, dy \tag{5.14}$$

where the subscript X for the level X has been omitted. Here $\sigma_A(h\nu)$ is the cross-section for emission of a photo-electron from the relevant inner shell per atom of A by a photon of energy $h\nu$, $D(E_A)$ is the detection efficiency for each electron transmitted by the electron spectrometer, $\gamma$, $\phi$, $x$, $y$ and $z$ are given in Figure 5.13, $L_A(\gamma)$ is the angular asymmetry of the intensity of the

Figure 5.13 Geometry of the XPS analysis configuration
Figure 5.14 Calculated values of the cross-section $\sigma_A(h\nu)$ for Al $K\alpha$ radiation in terms of the C 1s cross-section. (After Scofield\textsuperscript{26})

photo-emission from each atom, $J_0(xy)$ is the X-ray characteristic line flux intensity at point $(x,y)$ on the sample, $T(xy \gamma \phi E_A)$ is the analyser transmission and $N_A(xyz)$ is the atom density of the A atoms at $(xyz)$. Unlike AES, a large area of the sample is illuminated by the X-rays, there is no back-scattering correction, but there is an angular anisotropy of the emission. At this stage, although it is not needed yet, Figure 5.14 shows the calculated cross-sections $\sigma_A(h\nu)$\textsuperscript{26} for many useful core lines using Al $K\alpha$ radiation.

For a homogeneous material the above integral over $z$ becomes simply $N_A \lambda_M(E_A) \cos \theta$. If we have reference spectra of the pure elements $I_A^\infty$ recorded on the same instrument, equation (5.14) becomes much simplified by writing

$$\frac{I_A/I_A^\infty}{I_B/I_B^\infty} = \frac{\lambda_{AB}(E_A)\lambda_B(E_B)}{\lambda_{AB}(E_B)\lambda_A(E_A)} \left(\frac{R_B^\infty}{R_A^\infty}\right) \left(\frac{N_A N_B^\infty}{N_A^\infty N_B}\right)$$

where $\lambda_{AB}$ is the inelastic mean free path in the alloy, $R_A$ and $R_B^\infty$ are the factors for the pure reference samples which define the intensity emitted from the surface as a function of its roughness, and $N_A^\infty$ and $N_B^\infty$ are the atom densities in the pure reference samples. Using the simplifications given be-
between equations (5.7) and (5.8) we get

\[
\frac{X_A^x}{X_B^x} = F_{AB}^x \frac{I_A/\lambda}{I_B/\lambda} \tag{5.16}
\]

where

\[
F_{AB}^x(X_A \to 0) = F_{AB}^x(X_A \to 1) = \left(\frac{a_B}{a_A}\right)^{3/2}
\tag{5.17}
\]

\(F_{AB}^x\) here is the exact counterpart in XPS to the matrix factors of Hall and Morabito in AES.\(^{11}\) If \(F_{AB}^x\) is unity, equation (5.16) reduces to the simple equation (5.2); however, analysis of 8000 element pairs shows that the \(F_{AB}^x\) values scatter about unity with a standard deviation factor of 1.52.\(^{27}\) The effect of using the full equation (5.16) in place of the simple equation (5.2) is shown in Figure 5.6, presented earlier for the AES case.

As an example of the values of \(F_{AB}^x\) we may use the previous systems of carbon in iron and aluminium in nickel. Thus

\[F_{CFe}^x = 1.153 \quad \text{and} \quad F_{AlNi}^x = 0.812\]

quite different from the values for AES.

In the above we have assumed that the reference data can be recorded on the same instrument. Because this takes a considerable effort and is open to all sorts of errors, as discussed later, it is simpler to use published sets of \(I_A^x\) data, of which there are many.\(^{28-41}\) Later in the chapter we shall consider the relative merits of these sets but first let us consider the equivalent of equation (5.15) where the analysis is from instrument (1) and the reference data is from instrument (2). From equation (5.14), if the electron spectrometer has a small entrance aperture and if the sample is uniformly illuminated:

\[
I_A = \sigma_A(h\nu)D_1(E_A)L_A(y_1)J_0(1)N_\lambda \lambda M(E_A) \cos \theta_1 \int_{x=-\infty}^{\infty} \int_{y=-\infty}^{\infty} T_1(xyE_A) \, dx \, dy
\tag{5.18}
\]

The last term, the product of area analysed and the analyser transmission, is known as the analyser étendue,\(^{42}\) \(G_1(E_A).\) Thus the analogue of equation (5.16) is

\[
\frac{I_A/I_A^x}{I_B/I_B^x} = \frac{L_A(y_1)G_1(E_A)D_1(E_A)L_B(y_2)G_2(E_B)D_2(E_B)}{L_B(y_1)G_1(E_B)D_1(E_B)L_A(y_2)G_2(E_A)D_2(E_A)} = \frac{X_A}{F_{AB}^x X_B} \tag{5.19}
\]

As discussed in Chapter 2, in most XPS work the electron spectrometer is used in the constant \(\Delta E\) mode. With proper design the electrons then strike the multiplier at the analyser pass energy and the detector efficiency, \(D(E_A),\) is constant through the spectrum. The \(D\) terms will therefore be ignored.

The angular asymmetry factor \(L(\gamma),\) which describes the intensity distribu-
tion of the photo-electron ejected by unpolarized X-rays from atoms or molecules, is given by

\[ L_A(\gamma) = 1 + \frac{1}{2} \beta_A \left( \frac{3}{2} \sin^2 \gamma - 1 \right) \]  

(5.20)

where \( \beta_A \) is a constant for a given subshell of a given atom and X-ray photon. This takes no account of the diffraction effects that the electrons may undergo in being transported through a crystalline lattice. For large crystals the diffracted beams may be of some \( 10^5 \) FWHM with first-order intensity changes.\textsuperscript{44–46} However, for finely polycrystalline or amorphous solids the diffraction effects may be ignored.

Calculated values of \( \beta \) are tabulated by Reilman, Msezane and Manson\textsuperscript{43} for the important transitions of all elements using the commonly used X-ray sources (Al K\textit{\alpha}, 1486.6 eV; Mg K\textit{\alpha}, 1253.6 eV; and Zr M\textit{\xi}, 151.4 eV). These calculations give a very good correlation with the data for gases,\textsuperscript{47} but measurement problems have precluded their demonstration in solids.\textsuperscript{49} Baschenko and Nefedov\textsuperscript{19} argue that, for solids, the anisotropy of the distribution described by equation (5.20) may be somewhat attenuated by the inclusion of elastic scattering effects which randomize the electron directions. Although this effect occurs, Baschenko and Nefedov's calculations use a
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Figure 5.15 Calculated values of \( \beta \). (After Reilman, Msezane and Manson.\textsuperscript{43}) Typical commercial configurations are shown in the lower part of the diagram.
Thomas–Fermi cross-section which gives over two orders of magnitude higher elastic scattering than is observed experimentally,\(^9\) and so the effect of the randomization will probably be small. Figure 5.15 shows the \(\beta\) values for Al \(K\alpha\) radiation. At the bottom of Figure 5.15 are shown some typical commercial arrangements but it is important to note that the geometry, even for a given manufacturer's model number, may be different from that shown since the manufacturers move the X-ray sources around to optimized the experimental configuration. Typical values of \(\beta\) may be 0.8 or 1.8. Figure 5.16 shows the angular dependence of \(L_A(\gamma)\) for these values of \(\beta\) with some of the commercial geometries noted. The entrance angle about the directions noted is typically less than a few degrees except for the instruments incorporating a cylindrical mirror analyser (CMA) where the angle extends from \(45^\circ\) to \(135^\circ\), depending on the experimental set-up. Clearly, reference data taken on an instrument with one geometry will show different relative peak intensities from those recorded on an instrument with different geometry. This term explains precisely the results obtained for pure gold by Gettins and Coad,\(^{50}\) where the \(4p\) (\(\beta = 1.63\)) peak was found to be 10 per cent. stronger in the VG ESCA\(^3\) than in the PHI CMA when normalized against the \(4f(\beta = 1.03\) peak. Thus, the angular asymmetry term is fairly straightforward and only the étendue, \(G(E_A)\), remains.

Figure 5.16  The angular intensity distributions for \(\beta = 0, 0.8\) and 1.8 as a function of the relative orientation of the X-ray source and the spectrometer. General commercial configurations are shown on the right.
Calculations of the étendue are reasonably straightforward in some cases but it is not always possible to evaluate the effects of off-axis electron trajectories, specimen size and roughness and of the non-uniform illumination of the sample and the aberrations of the electron optics. Because of the individual's requirements particular machines may have slightly different electron optics. Thus, it is important to have an experimental measure of \( G(E_{\lambda}) \). In 1978 the E-42 committee of the ASTM initiated a round robin to do this. The analysis,\(^{51}\) based on the relative intensities by peak area for the XPS peaks for copper and gold, shows poor consistency with a 25 per cent. standard deviation over the energy range 300–1100 eV for one instrument, considerably worse for a second and slightly better for a third. It is not known if the scatter is an operator or an instrument effect, and all instruments systematically deviate from the expected function. A more recent brief analysis at the NPL shows that

\[
G(E_{\lambda}) \propto E_{\lambda}^{-1}
\]  
(5.21)

Figure 5.17  The transmitted peak area intensity as a function of kinetic energy for various slit widths and pass energies giving an analyser resolution of 0.5 eV in the VG Scientific ESCA 3. (After Seah\(^{27}\))
is both predicted and confirmed to within 3 per cent. over the energy range 500–1500 eV for both the VG Scientific ESCA3 and the PHI Model 550 ESCA/SAM. This simple relation is thought to be valid for the Varian IEE-1540 and the Leybold LHS 1052—all when used in the constant $\Delta E$ mode. Figure 5.17 shows the calculated transmission function$^{27}$ for the VG Scientific ESCA3 for large samples and an analyser resolution of 0.5 eV. In the constant $\Delta E/E$ mode, of course, all the above spectrometers give $G(E_{A}) \times E_{A}$.

Exceptions to the above rule of relation (5.21) are the VG Scientific ESCALAB which has a less energy-dependent function,$^{27,53}$ as shown in Figure 5.18 and the AEI ES 200/300 series spectrometers. Calculations and experiments are currently under way to establish a reference methodology for determining the combined $G(E_{A})D(E_{A})$ term of these and other spectrometers. As with the case for AES the measurement of $I_{A}$ is not trivial, and in the next section this is considered together with reference data banks for $I_{A}^\infty$.

5.3.2 The measurement of intensity and reference data banks

As discussed in Chapter 3, the XPS peaks appear on a small background and so the direct spectra are used and $I_{A}$ is simply the area under the appropriate
peak. For some peaks this is easy to measure; however, with others shake-up, shake-off and multiplet splitting can lead to features appearing over a wide energy range, so that the measurement of the peak area involves some decisions about the precise position of the background to use. In the literature two methods have been used to define the background. The most popular method, and the one available in most commercial data handling systems, is the straight line drawn to two suitably chosen points, such as P and Q in Figure 5.19. An alternative to this method is that of Shirley\textsuperscript{24} in which the background intensity at a point is determined, by an interactive analysis, to be proportional to the intensity of the total peak area above the background and to higher energy. This method merely assumes that each electron in the characteristic part of the peak is associated with a flat background of losses. Shirley’s method gives the curved background in Figure 5.19. Again end points must be chosen as in figure 5.19 but the precise position of the end points can be relaxed. For instance, Q could shift to a lower BE by 20 eV, thus including the Ka\textsubscript{3,4} satellites (discussed in Chapter 3) and increasing the area for both copper and CuO using Shirley’s method. However, the peak area would be reduced using the straight line method. The symmetrical problem occurs with P.

The situation becomes even worse for the straight line background when considering a mixture of two states, as shown in Figure 5.20. Figure 5.20(a)
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Figure 5.19 Copper photo-electron peaks from (a) metallic copper and (b) CuO powder showing background subtraction methods. (After Seah\textsuperscript{27})
Figure 5.20  Simulated spectra for mixtures of Fe and Fe$_2$O$_3$ (a) for various proportions and (b) showing the background subtraction at 50/50 Fe/Fe$_2$O$_3$. (Reproduced from Bishop$^{54}$ by permission of John Wiley & Sons Ltd)
shows spectra for different combinations of iron and Fe$_2$O$_3$ and Figure 5.20(b), the two background subtractions for the 50/50 case. If we consider the 20 per cent. oxide curve shown in Figure 5.20(a) the point Q is easily established but there are two alternatives for P. For Shirley's background P$_1$ gives the best area and P$_2$ a slightly smaller one. However, using the straight line, Bishop\textsuperscript{24} shows that P$_1$ overestimates the total area by about 33 per cent. and P$_2$ underestimates by 24 per cent. As shown in Figure 5.20(b) Bishop locates P close to the peaks. It could be argued that some of the tail to low kinetic energies is due to shake-up and shake-off electrons so that P should be 50 eV or so to lower kinetic energies.\textsuperscript{55} Bishop removes this tail by matching Shirley's background slope to the tail as follows. If the signal in the $i^{th}$ channel, $s_i$, is the sum of a background and peak contributions $b_i$ and $p_i$, respectively, then Shirley's method gives

$$b_i = k \sum_{j=i+1}^{N} p_j$$  \hspace{1cm} (5.22)

where $k$ is a constant. Bishop weakens the contribution as the losses get further removed from the peak using

$$b_i = k \sum_{j=i+1}^{N} p_j [1 - m(j - i + 1)]$$  \hspace{1cm} (5.23)

where the fitting parameter is adjusted to give the correct slope at low kinetic energies. At the present time it is not clear if the fitting should be as described by Bishop, which would exclude intrinsic events of reasonable energy loss but which, however, should be included, or as suggested by Berresheim,\textsuperscript{55} which would include extrinsic characteristic losses that should be excluded, to obtain the best results.

A further option arises in the use of Shirley's relation. In its basic form it assumes that the characteristic loss spectrum from each electron is a flat background at lower energies. This seems a reasonable approximation for metals as extrinsic events of small loss can occur by exciting electrons from just below to just above the Fermi level. However, for insulators this is no longer possible and there should be a clearly observed energy interval after the peak, before the background rises on the low-energy side, proportional to the band gap. A cursory look through the *Handbook of X-ray Photoelectron Spectroscopy*\textsuperscript{41} in which wide-scan spectra are given for LiF, BN, polyethylene, Al$_2$O$_3$, KBr, CaCO$_3$, Sc$_2$O$_3$, SrF$_2$, Y$_2$O$_3$, LiI, CsOH, BaO, etc., shows that, in all cases, the background rise occurs some 10 eV or so below the highest energy peak of any group, as expected. Figure 5.21(a) extracts the peaks in SrF$_2$ in which this effect is observed. Both the F 1$s$ and Sr 3$d$ peaks clearly show the gap before the background rise, but the Sr 3$p_{1/2}$ peak masks the effect for the Sr 3$p_{3/2}$ peak. In these cases the straight line background will be valid
unless there are additional peaks filling the gap, when the back-ground may be described by

\[ b_i = k \sum_{j=i+n}^{N} p_j \]  

(5.24)

where \( n \) is the number of channels describing the gap.

The three different types of peak, using the same spectrometer, appropriate to these modified Shirley backgrounds are shown in Figure 5.21(b). From the above it can be seen that there is not yet a recommended universal method of defining \( I_A \). However, the practical situation is not really all that bad since many compounds are insulators and the straight line background works well. Those that are totally metallic involve only small changes in peak shape so that any measure of the area, consistently used, will give reasonable results between metallic systems. The measure must, of course, be consistent between \( I_A \) and \( I_A^* \). However, any method consistently used may not always generate \( I_A \) values fully consistent between both metals and insulators.

Let us now consider the reference data banks to use for \( I_A^* \). Many sets of data are available in the literature\(^{28-41}\) and it is difficult for the reader to decide which to use. They involve three basically separate approaches:

Figure 5.21 XPS spectrum for (a) SrF\(_2\), (b) Cu, Fe and F (Reproduced from Wagner et al.\(^{41}\) by permission of Perkin-Elmer Corporation) showing the classic Shirley step, Bishop's modification and the shifted step, respectively.
measurements from standard known reference compounds in powder form,\textsuperscript{28,32,35–38,40} measurements from elemental foils,\textsuperscript{33,35,39} and calculation.\textsuperscript{41} The calculations are based on equation (5.14) which may be written, for a spectrometer with uniform illumination of a homogeneous target and an analyser transmission given by relation (5.21), as

\[ I_A^x = \frac{B\sigma_A(h\nu)L_A(y)N_A^x\lambda_M(E_A)}{E_A} \]  

(5.25)

where the proportionality constant \( B \) may be removed by referring the \( I_A \) values to one particular peak, says the F Is, with \( \sigma_{p} \) defined as unity. Wagner \textit{et al.}'s\textsuperscript{41} calculations used Scofield's calculated values\textsuperscript{26} of \( \sigma_A(h\nu) \) and Penn's\textsuperscript{12} calculated values of \( \lambda_M(E_A) \). This approach to quantification, without the use of measured \( I_A^x \) values from reference samples, is also used by Ebel\textsuperscript{56,57} and by Hirokawa and Oku,\textsuperscript{58,59} who claim a good correlation between the measured composition of alloys and their known bulk composition.

The above approach is easy to use since the \( I_A^x \) values may be easily calculated for all levels of all atoms from literature values of \( \sigma, \lambda, \) etc. However, the accuracy is only as good as the accuracy of these values and the accuracy with which the peak area measured in the analysis reflects all of the electrons contributing to \( \sigma_A(h\nu) \). In general, measurement of the peak area over a narrow energy range, as is customary, omits that intensity which should be included but which is described as shake-up events in Chapter 3. These events occur when a conduction or valence band electron is given energy simultaneously with the initial photo-electron production so that the latter electron appears with reduced energy.\textsuperscript{1} The amount of intensity lost by shake-up depends on the element and the core level involved and may also depend on the chemical environment, especially for the transition metals.\textsuperscript{35} In the 3\textit{d} transition elements the shake-up is stronger for the 2\textit{p} lines than the 3\textit{p} and is associated with the unfilled \textit{d}-shell since copper and zinc have the weakest effects. Calculations for the rare gases\textsuperscript{60} show that the total shake-off probability falls from around 18 per cent. at 2 keV binding energy to 16 per cent. at 1 keV, 14 per cent. at 400 eV, 12 per cent. at 200 eV and down rapidly to 5 per cent. around 25 eV. For metals, values as high as 15–30 per cent. have been suggested.\textsuperscript{61} Thus, calculated \( I_A^x \) values may not be very accurate. One can gain an estimation of their accuracy by comparing the calculated and experimental \( I_A^x \) values. So, let us now consider the experimental reference data sets.

A detailed analysis of these sets has been made\textsuperscript{27} and only a few of the sets are consistent. The sets have been compared by considering their values divided by the theoretical values. All of the sets except those of Wagner,\textsuperscript{28,35,40} Nefedov\textsuperscript{30,31} and Evans\textsuperscript{36–38} diverge considerably. However, these three sets agree with a scatter of only 8 per cent. as shown in Figure 5.22, for the thirty-three peaks in common. The experimental values, it should be noted,
Figure 5.22 The ratio of the experimental relative sensitivity factors of Wagner (filled symbols), Nefedov (open symbols) and Evans (crosses), corrected for contamination overlayer, to that by calculation are all for powdered samples freshly prepared just prior to insertion in the XPS instrument but all of which exhibited carbon contamination. Thus the measured intensities are all reduced by the factor \( \exp[-t/\lambda_c(E_A)\cos \theta] \) where the carbon thickness is typically 0.75 nm. The values in Figure 5.22 have been corrected for this average contamination.

The systematic divergence of the experimental data sets from the theoretical predictions shows that the use of the common peak area measurement techniques will not give as good a quantification using calculated \( I_\lambda \) values as can be obtained using one of the three experimental data sets shown in Figure 5.22. The largest data set, that of Wagner, is given in Appendix 5. A detailed analysis of relative peak intensities from many of the standard compounds by Wagner\(^{35,62}\) shows that the reproducibility in quantification is of
the order of 10 per cent. and that quite large divergencies from the theoretical intensities are seen for most peaks, as shown by Figure 5.23. from Wagner et al.\textsuperscript{40} This divergence need not necessarily imply an error in Schofield's cross-sections but merely that they do not reflect the experimental measurement. Recent studies by Berresheim\textsuperscript{55} show that a better correlation can be obtained if the peak area is established with the low energy end point for Shirley's background set at the minimum in the background on the low-energy side of the peak or peak pair, even if this is 100 eV removed from the peaks. Berresheim's approach may prove impractical in general but appears to confirm the theoretical predictions.

In the above we have so far discussed how to measure the intensities in AES and XPS and how to relate this to the quantification of homogeneous binary solids. In practice there are two main uses of both techniques: the determination of adsorbate coverages or surfaces with the overlayers and the analysis of composition–depth profiles with \textit{in situ} argon ion sputtering. These problems may now be analysed in relation to the above discussion for homogeneous materials.
5.4 Quantification of Samples with Thin Overlays

The thin layers under consideration may be adsorbates which require analysis or a thin carbon contamination whose effect needs to be allowed for in quantifying the surface under the contamination. In general in AES work, many of the studies involve quantifying one or more adsorbates on an otherwise clean surface of one component.\textsuperscript{63,64} Similar studies occur in XPS but a far greater problem, involving precisely the same concepts, is the analysis of a surface with a carbon or hydrocarbon contamination layer.

Following the concept discussed in Section 5.2.1, the signal of the substrate B covered by a fractional monolayer $\phi_A$ of A is simply given by the sum of unattenuated emission from $(1 - \phi_A)$ of the surface and an attenuated part from $\phi_A$:

$$I_B = I_B^\infty(1 - \phi_A + \phi_A \exp[-a_A/\lambda_A(E_B)\cos \theta])$$  \hspace{1cm} (5.26)

and if covered by a thickness $d_A$ of the overlayer of A:

$$I_B = I_B^\infty \exp[-d_A/\lambda_A(E_B)\cos \theta]$$  \hspace{1cm} (5.27)

Here we assume that the correct measure for $I_A$ is being used and that $I_A^\infty$ is measured on the same instrument and settings. If not, the corrections already discussed must be applied. The signal from the overlayer in each of the cases is, respectively,

$$I_A = \phi_A I_A^\infty \left[ \frac{1 + r_B(E_A)}{1 + r_A(E_A)} \right] \left[ 1 - \exp[-a_A/\lambda_A(E_A)\cos \theta] \right]$$  \hspace{1cm} (5.28)

$$I_A = I_A^\infty \left[ \frac{1 + r_B(E_A)}{1 + r_A(E_A)} \right] \left[ 1 - \exp[-d_A/\lambda_A(E_A)\cos \theta] \right]$$  \hspace{1cm} (5.29)

where the back-scattering terms $r_A$ and $r_B$ are, of course, zero for intensities measured by XPS.

Although above we notionally take $I_A^\infty$ as a tabulated relative sensitivity factor it must be remembered that, because of sample roughness and all the other changeable settings, it is really only possible to work with ratios $I_A/I_B^\infty$, etc. Thus from equations (5.26) and (5.28) the fractional monolayer coverage, $\phi_A$, is given by

$$\frac{\phi_A(1 - \exp[-a_A/\lambda_A(E_A)\cos \theta])}{1 - \phi_A(1 - \exp[-a_A/\lambda_A(E_B)\cos \theta])} = \left[ \frac{1 + r_A(E_A)}{1 + r_B(E_A)} \right] \frac{I_A/I_A^\infty}{I_B/I_B^\infty}$$  \hspace{1cm} (5.30)

If the Auger or photo-electron peaks are at high energy and if $\phi_A$ is small, the simple relation below, analogous to equation (5.10), is obtained:

$$\phi_A = Q_{AB} \frac{I_A/I_A^\infty}{I_B/I_B^\infty}$$  \hspace{1cm} (5.31)
where the monolayer matrix factors $Q_{AB}^A$ for AES and $Q_{AB}^X$ for XPS are given by

$$Q_{AB}^A = \left[ \frac{\lambda_A(E_A) \cos \theta}{a_A} \right] \left[ \frac{1 + r_A(E_A)}{1 + r_B(E_A)} \right]$$  \hspace{1cm} (5.32)

and

$$Q_{AB}^X = \left[ \frac{\lambda_A(E_A) \cos \theta}{a_A} \right]$$  \hspace{1cm} (5.33)

and where the inelastic mean free paths may be calculated from equation (5.9)\(^{10}\) or from the calculations of Penn\(^{12}\) and the back-scattering terms from Figure 5.4 or the data of Shimizu and Ichimura.\(^6\)

As an example we can evaluate the $Q_{AB}^A$ factor for the metallic adsorption system of tin on iron from Figure 5.4 and equation (5.9) and tabulated data from $a$:

$$Q_{SnFe}^A = \left[ \frac{\lambda_{Sn}(E_{Sn}) \cos \theta}{a_{Sn}} \right] \left[ \frac{1 + r_{Sn}(E_{Sn})}{1 + r_{Fe}(E_{Sn})} \right]$$

$$= 0.41(0.29986 \times 430)^{0.50}0.74 \left( \frac{1.87}{1.715} \right)$$

$$= 3.76$$

where a typical value of $\cos \theta = 0.74$ has been assumed.\(^{65}\) This $Q_{SnFe}^A$ value compares very favourably with the experimental value of 3.82 that can be extracted from the data of Seah\(^{66}\) using the *Handbook of Auger Electron Spectroscopy*.\(^1\) Other experimental values of $Q^A$ have been tabulated by the author\(^{64}\) for grain boundaries where the values are twice as high since only half of the grain boundary segregant remains on the surface being analysed.

The intensity from the overlayer of thickness $d$ can likewise be simply calculated from equations (5.27) and (5.29), but more generally one is concerned with two substrate signals under the overlayer. In XPS the $I_X^s$ values given in Appendix 5 are already appropriate for samples with a ‘standard’ contamination level and for clean samples need to be corrected by using equation (5.27) in reverse with $I_B$ representing the values in Appendix 5 and $I_X^s$ the new sensitivity factor. For AES the sensitivity factors in ref. 1 are already appropriate to clean samples.

### 5.5 Quantification in Sputter–Depth Profiles

Depth profiling is discussed in detail in Chapter 4 and will only be treated briefly here. As is shown there, sputtering changes the sample composition in two ways: by atomic or cascade mixing over a depth of about 1–20 nm,
depending on the sample and sputtering conditions, and by selective removal of atoms in the topmost one or two atom layers.

The sputtering yield for an atom depends on the rate of energy loss of the incident ion, the energy transfer from atom to atom and the binding energy of atoms in the outermost layers. Thus, the sputtering yields of different elements in their pure state vary over an order of magnitude, as shown in Figure 5.24. Thus, if from the modified AB matrix surface the elements have sputtering yields $S_A$ and $S_B$, during sputtering of the homogeneous solid, AB, the composition in the sputter modified zone of depth $z_s$ evolves with time according to

$$X_A(t) = [X_A(0) - X_A(\infty)]\exp\left(-\frac{t}{t_0}\right) + X_A(\infty) \quad (5.34)$$

where $X_A(0)$ is simply $X_A$ and $X_A(\infty)$ is the final composition in this zone. Here $t_0$ is the time to sputter through the depth $z_s$. The final measured
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Figure 5.24  A comparison between the sputtering yields calculated for pure elements (○) and the corrected experimental data (●). (After Seah)
composition $X^m_A(\infty)$, for $X_A$ small, is related to the sputtering yields by

$$
\frac{X^m_A(\infty)}{X^m_B(\infty)} = \frac{X_A}{X_B} \left[ \phi + \frac{S_B}{S_A} (1 - \phi) \right]
$$

where $\phi = \exp(-Z_s/\lambda \cos \theta)$, A and B are assumed to have similar energy peaks and $\lambda$ is thus the inelastic mean free path of either element. Using the above one may define a sputter-modified matrix factor:

$$
F_{AB}^S = \left[ \phi + \frac{S_B}{S_A} (1 - \phi) \right]^{-1} F_{AB}
$$

and use $F_{AB}^S$ in place of $F_{AB}$ in the earlier equations (5.10) and (5.16) for quantitative analysis. It is, however, unfortunate that one cannot simply calculate $F_{AB}^S$ since $S_A$ and $S_B$ cannot be identified with pure element sputtering yields. This is easy to understand by considering a simple model of A and B atoms in the alkali halide structure of interpenetrating f.c.c. lattices. In their elemental state the bond energies of A and B, $\varepsilon_{AA}$ and $\varepsilon_{BB}$, may be widely divergent so the pure element sputtering yields may differ by an order of magnitude. However, if A and B have the same mass, and since both atoms have bond energies $\varepsilon_{AB}$ in the f.c.c. lattice, they may then have similar yields. The problem is much more complex than this since in general the sputtering yield is composed of collisional, thermal spike and thermal evaporation terms shown clearly in the experimental studies of Szymonski, Ouereijnder and De Vries. The relative importance of these terms as well as their magnitudes are matrix dependent. The problem of compositional changes during sputtering is still an unsolved problem and the interested reader will find the reviews of Kelly and Coburn stimulating, as well as the work of others. The most practical solution at the present time is to compare the sputtered profile with a sputtered standard. The use of high-energy peaks can also help by reducing the difference between $F_{AB}$ and $F_{AB}^S$ in equation (5.36).
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6.1 Introduction

The direction of development in silicon digital and analogue microelectronics has been towards increased circuit density, driven by desires for higher levels of system integration, higher speed, lower power dissipation and higher yield. This miniaturization is being achieved through changes in circuit architecture, changes in circuit elements and their structure, use of new materials and through reductions in the lateral and vertical dimensions of structures. Concurrent with the drive for miniaturization in very large-scale integration (VLSI) is the development of new devices and structures in both silicon and in compound semi-conductors to produce transducers and all types of electro-optical devices.

The role of analytical instrumentation is becoming increasingly critical as all aspects of the technology associated with increased circuit density are pushed towards their physical limitations. Given the very small dimensions of the structures involved, one desires an analytical technique with a very high spatial and depth resolution. Scanning Auger electron spectroscopy is such a technique. Because the mean free path of Auger electrons is only a 5–20 Å, the Auger signal samples only the first few atomic layers of the specimen surface. Modern, commercially available Auger microprobes are capable of focusing the primary electron beam into a spot smaller than 50 nm in diameter. Such an instrument has an excellent scanning electron microscopy (SEM) capability and provides elemental analysis, which allows one to clearly image and identify submicrometre features which can be correlated with surface topography in the SEM micrograph.

Auger electron spectroscopy (AES) adds analytical capability to the SEM in a quite different way than energy dispersive X-ray analysis (EDX). The surface sensitivity of AES samples a layer which is orders of magnitude thinner than the approximately 1 μm depth analysed in EDX (see Chapter 1).
Thin contamination layers, surface composition, thin film structures and thin interfacial layer composition are growing ever more important in their influence on device performance; as the lateral and vertical dimensions of circuit elements shrink, the surface-to-volume ratio increases and surfaces and interfaces become increasingly important. Effects such as surface leakage currents and contact resistances, which were secondary effects in larger structures, can dominate state-of-the-art device performance characteristics. A surface-sensitive analytic technique such as AES is needed to determine the influence of surface and interfacial chemistry on the operating characteristic of the device. AES also differs from EDX in that it is sensitive to low atomic number elements. All the elements above helium exhibit unique, easily identifiable Auger spectra, with nearly uniform sensitivity throughout the Periodic Table.

The lateral resolution of AES is also much better than EDX, which is on the order of a micrometre, due to electron scattering effects within the solid. Lateral resolution in scanning Auger microscopy is largely determined by the diameter of the incident beam; chemical spatial resolution of less than 100 nm is routinely achieved.

The objective of this chapter is to discuss the areas of processing technology where AES is utilized and to present a few illustrative examples. A bibliography is included at the end of the chapter for those readers interested in further microelectronics applications. Excellent review articles on applications of AES in microelectronics include an informative article by Thomas and a good overview paper by Holloway which includes an extensive reference list.

### 6.2 Silicon Microelectronics Technology

#### 6.2.1 Raw material evaluation

In silicon integrated circuit technology, scanning Auger microscopy (SAM) can be used as a powerful tool in characterizing nearly every processing step. Requirements on the condition of the raw material, the silicon wafers, are becoming ever more stringent for acceptable yields on high-density device structures with large area dies. The surface of the wafer must be free of contamination such as polishing residues, etching residues, inclusions, particulates or films, which can nucleate faults in subsequent epitaxial growth and form defects in subsequent oxidation or other process steps involving thermal cycling.

Surface impurities may segregate to the critical oxide-semiconductor interface during oxidation. Surface contamination can also have an adverse effect on the adhesion of deposited layers. AES can be used to evaluate the effectiveness of various cleaning techniques and identify residues on the wafer surface from etching, solvents and deionized water. Wafers which optically appear to have a surface haze can be analysed to determine whether the cause is topography or contamination.
The SAM technique is ideally suited for identifying particulates and inclusions on the wafer surface, since one can place the focused electron beam on the particulate and record its Auger spectrum to determine its chemical composition. By combining SAM with in situ ion beam sputter etching one can perform thin analysis (TFA) on a very small depth scale (in nanometres) to measure the thickness of very thin oxides or contamination layers.

In cases where a higher sensitivity to homogeneously distributed surface impurities is needed, the ‘static’ SIMS (secondary ion mass spectroscopy) technique provides a complementary analysis method. SIMS systems are available as attachments to most SAM systems. SIMS generally is not as quantitative as AES, but has much greater sensitivity (for a large analysis area) for most elements. In combination with AES, the higher sensitivity of SIMS can be used to extend surface analysis to surface concentrations in the parts per million range.

The thin film analysis (TFA) technique is useful on film structures up to a few micrometres in thickness by using ion beams capable of sputter etching materials at rates of tens of nanometres per minute. For structures where film thicknesses are greater than a few micrometres, mechanical sectioning techniques may be more successful since the sputter etch rate in polycrystalline materials varies with crystal orientation and causes roughening. Other effects such as whisker growth and cone formation can also limit the depth resolution achievable after etching through thick structures, as discussed in Chapter 4.

Depth–composition profiles obtained with the TFA technique are very useful, and often show that adhesion, etchability and contact problems thought to be associated with the bulk composition of thin films are actually near-surface or interface composition problems.

Other solid raw materials which are used in microelectronics processing, such as sputter deposition targets and evaporation source material, can also be characterized by SAM analysis. In polycrystalline metals, the impurities which are in the material usually reside on the grain boundaries. By breaking a sample in the UHV SAM test chamber, one can produce an intergranular fracture, and these fresh grain surfaces can be analysed using SAM. Often, such surfaces show high concentration of impurities which in the bulk analysis lie in the parts per million or parts per billion concentrations. An example of in situ fracture of polycrystalline silicon and correlation of SAM data with electron beam induced current measurements has been done by Kazmerski et al.3

6.2.2 Oxidation

Oxidation processing steps can also be evaluated with the AES and TFA techniques. TFA can be used to measure oxide thickness and thus determine differences in oxide growth rates due to orientation or doping effects. Segre-
gation of impurities to the oxide surface or oxide–semi conductor interface can also be studied. Also, many researchers have employed AES to study the nature of the Si/SiO₂ interface, and a wealth of literature exists.1-9

The energy position and shape of the silicon Auger peaks are dependent on whether the parent atom is bound to other silicon atoms, nitrogen atoms or oxygen atoms (see Chapters 3 and 5). This chemical effect has been used to advantage by those studying the interface region; however, the spectra do not give direct information about interface states or surface states. These chemical state effects have also been used to investigate silicides. Many other elements such as aluminium, magnesium, phosphorus, boron, sulphur, carbon, etc., also exhibit Auger peak shape changes and energy shifts.

The present trend in MOS is towards thinner gate oxides, with greater demands for high breakdown fields and greater oxide uniformity and integrity. SAM can be used to analyse localized oxide defects in the very small gate region or in nitride films.

AES can also characterize the oxidation of other materials on the wafer–polycrystalline silicon, silicon nitride, interconnect metal alloys and silicides. This characterization leads to improved yield in processing and faster problem solutions in failure analysis.

6.2.3 Photo-lithography, patterning and stripping

In the photo-lithography process, AES can be very helpful even though thick layers of organic photo-resist are not well suited for AES analysis; electron beam damage effects and charging of the surface pose problems for the analyst. Such surfaces are more suited to characterization by XPS. Inorganic photo-resists may prove to be more amenable to AES analysis. Photo-resist adhesion problems can be addressed by AES analysis before the photo-resist application and to check the completeness of the photo-resist stripping after the IC has been patterned. Surface residues following a stripping operation, such as an oxygen plasma treatment, can be easily detected.

Thomas¹ shows a very interesting example where photo-resist has been used as a mask for a high-dose arsenic ion implant. Following the implantation the wafer was ashed in an oxygen plasma; however, a complete removal of the resist was not possible. SAM analysis of the residual photo-resist showed the residue to have a very high arsenic concentration. This characterization suggested a change in the process to achieve a complete etch removal.

6.2.4 Wet chemical or plasma etching

In wet or plasma etching, SAM can be used to characterize etch rates and the etch uniformity and to check on the effects of defects and contamination on the completeness of an etch. Often there exists an interfacial layer of different
composition which alters etching characteristics. An incomplete etch can result in high contact resistances or complete lack of contact to a desired area. SAM can be used to identify such etch resistant residues, which can also lead to subsequent corrosion and adherence problems. Etching can also leave surfaces with a modified surface chemistry which may produce undesirable effects.

In plasma or ion beam sputter etching the high resolution SAM can be used to check for redeposition of materials on side walls of steps and to study topography changes due to etching. When polycrystalline silicon is used in gate electrodes or interconnects, its doping uniformity (when heavily doped) and its oxidation properties can be characterized.

6.2.5 Doping by diffusion or ion implantation

The minimum detectable concentration of impurities using AES is on the order of one part in a thousand of a surface monolayer. This translates into doping levels of $10^{19}$ per square centimetre. The detection limit depends on the element, which Auger transition is used, the matrix, the primary electron beam voltage and current, the recording time and the spectrometer transmission and resolution. The dependence of the signal-to-noise ratio in the recorded spectrum is

$$\frac{S}{N} \propto \left(\frac{1}{1 + \frac{1}{S/B}}\right)^{1/2} T_s^{1/2} (I_p Y)^{1/2}$$

where $S/B = \text{ratio of the Auger peak above the background to the background (depends on Auger transition energy matrix, primary beam voltage, analyser resolution)}$

$T_s = \text{transmission of the spectrometer}$

$I_p = \text{primary electron beam current}$

$Y = \text{recording time per point}$

The achievable signal-to-noise ratio limits how small a concentration one can detect. When optimizing the beam current and the recording time by using a computer to signal average spectra, it is possible to extend element sensitivity somewhat beyond the $10^{19}$ per cubic centimetre range, but not enough to detect dopants in most device structures. AES is useful, however, for characterizing the first step of the normal two-step diffusion process. Prior to a higher temperature diffusion step, a lower temperature is normally used during deposition of the dopant onto the surface. SAM can be used to characterize the thickness, uniformity and concentration of the pre-deposit. Also, in high-dose shallow ion implants, TFA can be used to determine the uniformity and the depth profile of the implant.

Unwanted surface impurities can also be introduced during ion implanta-
tion or thermal diffusion processing. A poor vacuum in the ion implanter may leave a hydrocarbon residue, or sputtering from apertures or fixtures in the implanter may leave deposits on the wafer surface. During thermal diffusion processing, SAM can be used to detect both surface segregation and nucleation of new phases that may occur.

6.2.6 Metallization systems

The largest and best established application of AES is in thin film analysis (TFA) where an ion beam is used to sputter etch into the sample while the composition of the immediate surface in the centre of the etched area is measured using AES. By measuring the Auger signals as a function of the sputter etching time, one can generate a plot of the composition of the sample as a function of depth. This information is invaluable for looking at thin film composition, thickness and uniformity. The composition distribution through the thickness of the film in alloy metalizations can be studied, revealing segregation and annealing effects in multicomponent films, impurities in thin films and the composition, structure and interface chemistry of metal semiconductor junctions in both ohmic contacts and Schottky barrier diodes. The electrical properties, such as the barrier height in such junctions, can be related to the depth versus composition analysis.\textsuperscript{10-12}

TFA is also used to (a) monitor silicide metalization or contacts to deter-
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**Figure 6.1** TFA depth profile of a gold film on chromium on silicon, as deposited
mine whether the refractory metal has fully reacted with the silicon, (b) evaluate film stoichiometry in co-deposited silicides, (c) check for aluminium spiking through shallow emitter junctions, (d) test the compatibility of layered materials in complex multilayer, multicomponent material, multilevel metalization structures and (e) check interlayer diffusion and the effectiveness of diffusion barriers. Figure 6.1 shows a TFA depth profile of a sputter deposited thin film structure consisting of a gold film on chromium on silicon.\textsuperscript{13} The chromium layer was intended to be a diffusion barrier to prevent the gold and silicon from interdiffusing. Figure 6.2 shows a depth profile of the structure after a heat treatment of 2 hours at 300 °C. The TFA analysis shows that the barrier has failed. To produce a new structure, the partial pressure of nitrogen in the sputter deposition system was intentionally increased during the chromium deposition, resulting in the structure shown in Figure 6.3. This chromium layer with added nitrogen is a more effective diffusion barrier. The TFA depth profile of this structure following heat treatment is shown in Figure 6.4. A whole series of materials such as titanium, tungsten, molybdenum, chromium, platinum, nickel, etc., are now being used in metallization systems and analytical techniques will be necessary for their successful implementation. AES is also used to analyse contacts between layers in multilevel systems, such as metal to polysilicon ohmic contacts, and to evaluate the role of interfacial chemistry in adhesion problems between layers.
Figure 6.3 TFA depth profile of a gold film on chromium with intentionally added nitrogen on silicon, as deposited

Figure 6.4 TFA depth profile of the thin film structure in Figure 6.3, after heat treatment
As mentioned earlier, the area of analysis in AES is determined mainly by the diameter of the primary electron beam. To understand a material's properties one must understand the microstructure of the material. This had led to the development of small beam scanning Auger electron microprobes. Auger imaging shows the lateral distribution of elements over a surface.

To create an Auger image of elemental distribution, the focused electron beam is stepped across the sample surface and the intensity of an Auger peak above the background of inelastically scattered electrons is measured at each point in a rectangular matrix of points. The subtraction of this background level is essential since the Auger peak-to-background ratio in the energy spectrum of the total secondary electrons emitted from the sample is characteristically small, and this background level is very strongly modulated by the sample topography. The Auger signal measured in this way is then used to modulate the photo CRT from black to white, so that the whiter areas map the areas of higher concentration of the element.

SAM has been used to examine segregation effects in an aluminium, 4 weight per cent copper metallization system. Large area Auger depth-composition studies\textsuperscript{14-16} of sputter deposited unheated films indicated enhanced copper segregation at the $\text{Al}_{96}\text{Cu}_{4}/\text{SiO}_2$ interface, with some evidence of
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Secondary electron image of the surface of the Al–Cu deposit before heat treatment.
Al–SiO₂ interaction. Heating these films to temperatures at or above 500 °C was found to decrease the apparent copper segregation and give a more uniform copper profile. In a more recent study, similar films were analysed with a high resolution scanning Auger microprobe (SAM) to investigate possible material irregularities which could have been missed in a large area analysis. Al₉₆Cu₄ films on SiO₂ were analysed before and after heating to 500 °C.

A SEM image, Figure 6.5, and SAM images (not shown) of the unheated specimen surface indicated a featureless and uniformly distributed aluminium–copper film. A depth profile, Figure 6.6, shows uniform copper distribution through the film with some copper segregation at the interface approximately 8500 Å below the surface. SEM and SAM images at the interface, Figures 6.7 and 6.8 respectively, are mostly featureless and laterally uniform.

After heating to 500 °C, a depth profile (averaged over a 400 μm² area by rastering the electron beam), shown in Figure 6.9, indicated copper segregation at the surface, uniform copper distribution through the film and no copper segregation at the interface. With these data only, it could be concluded that the heating has improved film quality, since the apparent interfacial copper segregation has been eliminated. The SEM image from the heated film surface, shown in Figure 6.10, reveals considerable inhomogeneity, including, however, some features about 1 μm in diameter. Corresponding
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**Figure 6.6** Large analysis area depth profile of Al–Cu deposit before heat treatment, showing copper enrichment at the Al–Cu/SiO₂ interface
SAM images for copper and aluminium in Figure 6.11 indicate that copper segregation has indeed occurred in the aluminium film. Auger point analysis in high copper areas showed a copper-to-aluminium atomic ratio of about 1/2, much larger than the bulk ratio.¹⁷

To determine the three-dimensional nature of the segregation, the film was ion-etched and various areas along the sputter crater were examined. A SEM image and corresponding SAM images for copper, aluminium and silicon obtained at a depth of approximately 7500 Å into the film are shown in Figures 6.12 and 6.13. The silicon image completes the picture, identifying the black areas in the aluminium map not high in copper, as SiO₂. Point analysis again showed the high copper areas to have a copper-to-aluminium atomic ratio of about 1/2. The aluminium–copper phase diagram suggested the formation of a theta phase of the alloy, segregated within a more pure aluminium. Similar series of data (not shown) were collected from films heated to 150, 200, 300 and 400 °C. Even after annealing at 150 °C for only 30 minutes, some evidence of copper segregation was noted.

To summarize, this study shows that a large-area depth–composition analysis of a heated aluminium–copper film suggests only a small change in
Figure 6.8 Scanning Auger images of (a) aluminium and (b) copper of the area shown in Figure 6.7. The elements are homogeneously distributed
Figure 6.9  Large analysis area depth profile of the Al–Cu deposit after heat treatment. Note the apparently uniform copper depth distribution.

Figure 6.10  Secondary electron image of the Al–Cu deposit surface after heat treatment. Note the voids and new phase segregation.
Figure 6.11  Scanning Auger images of (a) aluminium and (b) copper of the area shown in Figure 6.10. Note that the new phase is copper-rich
copper distribution after heating. However, high spatial resolution SAM results show a much more complicated segregation pattern, demonstrating the need for Auger imaging. Indeed, heating causes the formation of an Al₂Cu theta phase which extends from the SiO₂ interface to the surface. The data suggests that a more complete, detailed study in which both annealing temperature and time are systematically varied would lead to a better understanding of the system kinetics. Furthermore, such analysis applied to processed devices will reveal the thermal history by the extent of copper segregation in the aluminium. Similar studies can be performed on aluminium–silicon and aluminium–copper–silicon systems, as well as on other metallization systems.

6.2.7 CVD/plasma deposition

In chemical vapour deposition (CVD) and plasma deposition techniques, TFA is also used widely in the analysis of the deposited films. The composition versus depth information is invaluable in analysing thin films of complex composition such as SiOₓNᵧ films where the oxygen-to-nitrogen ratio changes through the film. This information complements such methods as optical
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Figure 6.13 Scanning Auger images of (a) aluminium, (b) copper and (c) silicon of the area shown in Figure 6.12

elipsometry, where the measurement is an integral over a much larger area and through the depth of the film, and one must assume an average optical index of refraction. The example which follows is typical of AES applications in this area of integrated circuit (IC) technology.

Phosphosilicate glass (PSG) is frequently used in the manufacturing of semi-conductor devices as an insulating or encapsulating layer because it has properties that can improve reliability.\textsuperscript{16,19} It has also been shown that PSG layers with high phosphorus content can accelerate corrosion and cause other reliability problems.\textsuperscript{20-23} For this reason the $P_2O_5$ concentration in PSG layers must be monitored closely.

The techniques commonly used to measure $P_2O_5$ content—wet chemistry methods, electron probe, X-ray fluorescence and neutron activation—are used to provide a bulk concentration for $P_2O_5$ and are frequently used for process monitoring.\textsuperscript{24} These techniques, however, are unable to provide detailed information about the distribution of phosphorus within a passivation layer. To determine how much $P_2O_5$ is present at a particular location or interface, it is necessary to use scanning Auger electron spectroscopy with sampling area or probe size compatible with the geometry of the device and which also has an analysis volume that is small enough to look at surfaces and interfaces.

The techniques for applying AES to phosphosilicate glass, methods for
quantifying the data, potential problems and some applications of the technique will be described. In this study the derivative of the electron energy distribution was used to display and interpret the Auger electron spectra. The samples were phosphosilicate glass layers containing from 2 to 20 weight percent $\text{P}_2\text{O}_5$. The bulk compositions were determined using the wet chemical methods or X-ray fluorescence.

While performing Auger analysis on insulating samples, such as phosphosilicate glasses, sample charging can occur. The effect of sample charging on an analysis is dependent on how much surface charge has built up. A small surface charge can cause the spectral lines to shift in energy or shift to several energies, broadening the peak, making reliable peak height measurements difficult. A large surface charge can make it impossible to obtain any spectra at all. Of special interest to this study is the fact that the phosphorus Auger line occurs at a low energy (120 eV) and is, therefore, easily distorted by small surface charges. Also, the phosphorus is mobile in the glass and large charges on the surface may cause movement of the phosphorus within the glass. To avoid sample charging it has been found essential to mount the sample at a grazing angle with respect to the electron beam, which increases the secondary electron emission from the sample. In this study the samples were mounted at a $30^\circ$ angle. It was found that if the samples were mounted at $60^\circ$ or $90^\circ$ (normal to the electron beam) severe sample charging occurred, making it difficult to obtain useful Auger electron spectra.

When analysing microelectronic devices or other thick ($>1 \mu\text{m}$) insulating structures, mounting the sample at a grazing angle ($30^\circ$, for example) may not always have enough of an effect to completely reduce the surface charge. In these cases, some additional sample preparation may be necessary. Several techniques have been successfully used to reduce sample charging by providing better electrical contact to the sample. Flat samples can be mounted under a thin metal plate (mask) which has a small ($\sim 3$ mm) hole in it. The sample is then held in place by the mask which provides improved electrical contact near the analysis area and minimizes the exposed area of insulating material. Rough samples can be wrapped in a thin metal foil formed to the shape of the sample. Indium and aluminium foil masks have been used successfully on packaged devices and other irregularly shaped objects to reduce sample charging. It has been found in this study that by using these techniques most PSG samples can be analysed with AES.

Another area of concern for this study is the effect the electron beam has on the sample. It has been shown that if the current density of the electron beam is too high, sample damage can occur. In SiO$_2$ the Si—O bonds can be broken leaving some elemental silicon present on the surface. However, it has been shown that by using lower current density this problem can be avoided.$^{25,26}$ Also, in the case of phosphosilicate glasses it has been shown that the $\text{P}_2\text{O}_5$ composition and distribution can be altered when using an electron
beam with a high current density. It has been observed that if the current density is high enough, the phosphous will be attracted to the region irradiated by the electron beam causing a pile-up of phosphous near the surface and the phosphous on the surface can be desorbed. This process can continue until all the $P_2O_5$ within the diffusion path length of the irradiated region has been drawn to the surface, ionized and desorbed.\textsuperscript{27,28} These effects of ionization, desorption and movement of $P_2O_5$ towards the surface can cause a great deal of confusion in the data taken at high current levels. By using low current density electron beams these effects can be minimized. It was found in this study and has been reported by others\textsuperscript{27,28} that the current density should be less than $10^{-4}$ A/cm$^2$.

In this study 5 keV Ar$^+$ ions were used to sputter etch the samples. The ion beam, in all cases reported, reduced the $P_2O_5$, causing a visible chemical shift in the Auger spectrum,\textsuperscript{28} even when lower energy ion beams were used. The reduction effect, however, seems to be constant. It did not cause a problem with attempts to quantify the amount of $P_2O_5$ in the glass.

Standard spectra from SiO$_2$ and phosphosilicate films with known $P_2O_5$ concentrations were obtained and compared to silver which has a defined relative sensitivity factor of 1. This method of quantifying Auger electron spectra is described in the \textit{Handbook of Auger Electron Spectroscopy}.\textsuperscript{17} Standard spectra were obtained at several electron beam voltages, with a current density of approximately $10^{-4}$ A/cm$^2$, on sputtered samples and the resulting

![Figure 6.14](https://example.com/figure6_14.png)

\textbf{Figure 6.14} Relative sensitivity factors for phosphorus, silicon and oxygen in PSG
sensitivity factors are plotted in Figure 6.14. Several samples of phosphosilicate glass with known P$_2$O$_5$ content, as determined by bulk methods (X-ray fluorescence and wet chemical techniques), were analysed by AES, using the sensitivity factors to quantify the spectra. It was found that the quantitative information obtained with AES agreed to within 10 per cent of the values obtained by bulk methods (see Figure 6.15). An important observation in quantifying PSG films is that films containing high concentrations of P$_2$O$_5$ are not stable in moist environments. Under normal ambient conditions the PSG film will become depleted of phosphorus with time. In this study PSG films with more than 15 weight per cent P$_2$O$_5$ were found to be unstable over long periods of time. Figure 6.16 is a phosphorus profile from a sample that originally contained approximately 6.0 atom per cent (22 weight per cent P$_2$O$_5$) phosphorus. After being stored for several months it became depleted of phosphorus near the surface.

A device was de-capped and analysed for phosphorus as a function of depth. The resultant compositional depth profile (Figure 6.17) shows that three distinct layers are present. The first is a passivation layer containing approximately 1.2 atom per cent phosphorus. Below the passivation there are two layers: first a layer containing approximately 3.0 atom per cent phosphorus and below it a layer of silicon dioxide with no phosphorus. This same procedure can be used to study the distribution of phosphorus as a function of depth in a device.

From this study, one may conclude that:

(a) AES can be used to determine the phosphorus content of phosphosilicate glass films and also provide information as to the distribution of phosphorus as a function of depth.

(b) Electron beam damage can be minimized by controlling the current density of the electron beam.
Figure 6.16  TFA depth profile showing only the phosphorus signal in a PSG film. Note the phosphorus depletion at the surface.

(c) Ion beam damage will occur but it does not present a serious problem for making quantitative measurements.
(d) Sample charging can be avoided in most cases with proper sample preparation.
(e) Finished devices can be analysed to provide information which can be used to improve reliability.

Checking plating integrity on lead frames and controlling corrosion due to surface contamination on lead frames and packages is yet another area where AES analysis is being applied.

6.2.8 Packaging and bonding

The final part of integrated circuit manufacturing is the packaging of the completed die. In both wire and tape bonding schemes it is the immediate
Figure 6.17  (a) TFA depth profile of a PSG film. (b) An expansion of the low concentration range, showing the phosphorus depth distribution.
surface chemistry of the pad and mating lead which determines the bondability, strength and electrical integrity of the bond. Very thin oxides, or alkali metal contamination layers which can inhibit bonding can only be detected by a surface-sensitive method.

The attaching of the die to the header is another processing step where thin film composition, diffusion and surface chemistry are critical. Hoge and Thomas have shown examples where the success of die-attach achieving high mechanical strength and low thermal resistance using a AuSi eutectic pre-form depended on the handling of the pre-form and its surface chemistry. Very thin silicon dioxide layers were shown to inhibit the die-attach. Brady and Hovland have shown the use of SAM in studying the diffusion of nickel through gold films in a copper–nickel–gold thin film system which was used in attaching dies to a ceramic substrate in a hybrid circuit. Nickel from the intermediate nickel layer which was intended as a diffusion barrier between the gold and copper was found to diffuse along the gold grain boundaries to the surface, where it reacted with the atmosphere to form a very thin nickel oxide layer. This 5 nm thick layer inhibited the bonding of the gold-backed die to the hybrid substrate.

6.3 Other Microelectronics Technologies

Modern surface analysis techniques are also being used in microelectronic technologies other than silicon where materials problems are as, or even more, difficult. In GaAs, AlGaAs and all the other compound semiconductors, as well as in Josephson junction technologies where very thin films are used, the application of high resolution scanning Auger microscopy will play a critical role in the development and implementation of those technologies.

In crystal growth techniques, such as molecular beam epitaxy (MBE), in situ Auger electron spectroscopy is routinely used to check substrate cleanliness, monitor the thermal desorption of carbon and oxygen from GaAs substrates, check film composition and understand dopant incorporation kinetics. Diffusion between thin layers and lateral diffusion can be monitored using TFA and SAM, respectively.

6.4 Conclusion

In microelectronics the constant push for higher performance and higher levels of system integration will continue. In the past, most of the advances in circuit density have been through changes in circuit and device architecture, rather than any great change in absolute line widths on ICs. This situation is now changing and the trend is to scale down structures requiring thinner oxides and smaller line widths. This puts more burden on the process architect
who must use new techniques and new materials. If he is to see and understand what is going on, the process developer needs modern analytical tools, whose spatial resolution is appropriate for the scale of the structures.

Surface analytical techniques should by no means be limited to only process development. The process engineer who is trying to maintain a production line needs help in ‘fighting fires’. If the yield of working devices on a process drops to zero, it is a crisis situation, and the process engineer needs immediate access to high-throughput, fast-response analytical equipment.

In the past few years, quality and reliability have become by-words and real issues in microelectronics. The integrated circuit industry is realizing that quality cannot be tested into a product. Quality comes through constant long-term effort in many fronts and is commensurate with process yield optimization. Quality requires feedback from all levels into product design, process design and process execution. Modern surface analytical techniques such as SAM will have an ever-expanding role in providing the information for feedback for product reliability optimization and process yield optimization.

AES is not yet generally used as an in-process monitor technique, except in a few particular cases. As the technique matures and lower-cost, more highly automated equipment becomes available, this situation will slowly change.
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Chapter 7

AES in Metallurgy

M. P. Seah

Division of Materials Applications, National Physical Laboratory, Teddington, Middlesex, UK

7.1 Introduction

Metallurgy is not a new discipline but has evolved at a modest pace over the last few thousand years by a process of trial and error, in keeping with the requirements of the relevant civilizations. Today, sophisticated metallurgical products are found in all aspects of modern life, both domestic and industrial. The properties, in terms of corrosion resistance, integrity at high and low temperatures, wear resistance and weight reduction for a given application, have all improved steadily over the years in response to a growing competition in the market place. As the materials have become more complex, and the specifications more stringent, the advances have only occurred through a proper understanding of the material's behaviour within its multiparameter environment. In particular, much recent motive has come from the high cost of energy where, for instance, a development in turbine blade material could lead to a more efficient aero engine which would give considerable advantages to the engine maker—the aircraft manufacturers fitting his engines and the airline running these aircraft. A second thrust has come from the consideration of source material supply where the questions of possible alternatives for elements with a limited or uncertain source, and the extent to which materials can be recycled or reclaimed, become more and more pressing.

A considerable contribution to this advancement on all the frontiers of metallurgy has been made by surface analysis and, in particular, by using AES. These areas involve corrosion, oxidation, carburizing and nitriding, soldering, sintering and powder metallurgy, machining, wear and lubrication, the development of hardmetals and heavy metals, as well as a wide range of general interfacial fracture problems. Some of these problems are discussed later in Chapter 10 and many also involve the use of sputter depth profiling, as discussed in Chapter 4. The interpretation of those involving depth profiling may be viewed, to some extent, as an extension of electron
microprobe X-ray analysis work, but at higher depth resolution. However, the interpretation of the interfacial fracture problems is a separate discipline which only became possible with the development of AES.

In this chapter we concentrate on the interfacial problems, and in particular fracture, as being model examples of how the presence of sub-monolayer concentrations of elements, following classical adsorption theories, adsorb at internal interfaces, such as grain boundaries and phase interfaces, and cause catastrophic failures in engineering materials. To provide some perspective, it is useful to look at the well-known example of a catastrophic intergranular fracture in the rotor of the Hinkley Point Power Station turbine generator. During a routine overspeed test in 1969 this rotor disintegrated, destroying much of the turbine with it. The rotor initiating this failure was reassembled, as shown in Figure 7.1. It originally had turbine blades around the periphery

Figure 7.1 The reassembled 3CrMo rotor that initiated the turbine failure at Hinkley Point. (Reprinted by permission of the Council of the Institution of Mechanical Engineers from D. Kalderon, *Proc. Inst. Mech. Eng.*, 186, 341 (1972))
and was shrunk onto a shaft passing through its core. The scanning electron micrograph of the fracture surface is shown in Figure 7.2. This shows that the fracture had followed the prior austenite grain boundary path very closely with little deformation or energy expending processes. Such a fracture is said to be brittle and, to the engineer, is almost equivalent to his steel rotor being replaced by glass! This behaviour is not a characteristic of the particular alloy steel and its heat treatment, since some of the other rotors were quite safe. The behaviour results from the segregation of impurities in the steel to the grain boundary sites, the level of these impurities varying from cast to cast and, unless especial care is taken, exceeding the value at which catastrophe becomes inevitable.

To understand this problem in more detail, an atomic view of the grain boundary is necessary. The Bragg–Nye bubble raft shown in Figure 7.3 clearly illustrates the degree of misfit at the boundaries of two ordered rafts representing crystals. It is easy to see from this figure that atoms slightly larger than the matrix atoms would have an associated strain energy when at
the matrix sites (i.e. in solution) but that the atom could replace certain matrix atoms at the grain boundary and, at the same time, reduce the pre-existing strain there. This shift of solute atoms from the grain interior, concentrating at the grain boundary, free surface or other interface, is called equilibrium segregation and the extent to which it occurs is governed thermodynamically through the appropriate free energy of segregation. A more complete visualization of the process is shown in Figure 7.4 where a solid with a free surface and internal defects is held in an isothermal enclosure at such a temperature that the diffusion processes approach equilibrium. In this case the chemical potential of the solute species is constant throughout the enclosure and the solute species atoms occur both in solution and in the vapour state as well as partitioning to the internal defects, as shown in Figure 7.4.

The partitioning of the solute atoms between the grain boundary and the lattice was first predicted by McLean in 1957,\textsuperscript{18} although the bright intercrystalline fractures caused by arsenic, phosphorous and sulphur in steels were noted as early as 1894.\textsuperscript{19} McLean set out a programme of work at NPL to measure solute segregations in copper and iron using the predicted dependence of the surface\textsuperscript{20} and grain boundary\textsuperscript{21} energies on segregation. This work was very successful but was very slow and tedious and was limited to
binary alloy systems. With the use of AES to identify directly those elements which have segregated, these restrictions vanish and experiments are possible at the lower temperatures more relevant to the materials problems. Also very important is the ability of AES to diagnose the segregant in instances of commercial failures. The only drawback to the use of surface analysis in the study of grain boundary segregation is the need to fracture the samples along the grain boundary in the instrument. This is no problem for temper brittle materials but some instances of intergranular failure only occur under particular regimes of cyclic stress\textsuperscript{22} or temperature\textsuperscript{23,24} that are not easy to simulate in the AES instrument. If the intergranular failure does not occur in situ, a measurement of grain boundary segregation is not possible.

The range of elements for which grain boundary segregation measurements have been made in iron is shown in Figure 7.5. It is quite likely that many of the other elements would segregate from solid solution in iron under appropriate conditions in binary or ternary alloys. In surface segregation experiments on steels, boron and the transition metals have all been observed as
Figure 7.5 Elements segregated to grain boundaries in iron, as measured by AES. Those known to cause embrittlement are shown on a dotted ground.

well as the alkali metals. Similar results occur for copper and nickel and it is likely that, in commercial purity materials, segregation is not the exception but the rule.

In the sections that follow, the characterization of grain boundary, interphase and surface segregations, by AES, will first be presented. This is followed by a section describing the theory of segregation—the energetic terms promoting the segregation and the kinetic terms defining the rate at which equilibrium is approached. The final sections deal with the effects of segregation on basic materials parameters and hence their overall effect on metallurgical properties and the prognosis for remedial actions.

7.2 Characterization of Segregation

In metallurgy there is considerable interest in both grain boundary and surface segregations. The surface segregation measurements are easier and so have been used in attempts to obtain data for the grain boundary. Although this is possible, in principle, there is not yet sufficient known of the precise numerical values of the appropriate terms to allow any meaningful transference between the two, except in the simplest binary systems. Another approach used by some workers to simplify the grain boundary fracture problem is to fracture the samples outside the UHV system. This leads to very dubious and unquantifiable results and should only be used to provide an indication of possible segregants.

The quantification of AES for measuring segregants is described in Chapter 5 and only a brief reminder will be given here. It will be remembered that

\[
\phi_A = Q_{AB} \frac{I_A/I_A^*}{I_B/I_B^*}
\]  

(7.1)
from equation (5.31). This may be further simplified approximately to

$$\phi_A = mK_{AB} \frac{I_A}{I_B}$$  \hspace{1cm} (7.2)

where $\phi_A$ is the level of surface or grain boundary segregant, $I_A$ and $I_B$ are the peak-to-peak intensities designated in the Handbook of Auger Electron Spectroscopy, $m = 0.5$ for surfaces and 1 for grain boundaries, and

$$\frac{K_{AB}}{2} = \left[ \frac{\lambda_0(E_A) \cos \theta}{a_A} \right] \left[ \frac{1 + r_A(E_A)}{1 + r_B(E_A)} \right] \frac{I_B^*}{I_A^*}$$  \hspace{1cm} (7.3)

where all of the terms are as defined in Chapter 5. For convenience, $K_{AB}$ values for segregants in iron, referred to the iron peak at 703 eV, are presented in Table 7.1, calculated from equation (7.3) using the inelastic mean free path data $\lambda(E)$ of Seah and Dench, the back-scattering terms $r(E)$ of Ichimura and Shimizu and the relative sensitivity factors $I_A^*$ of the Handbook of AES. Remember that this quantification assumes that the segregant atoms pack at the same density as they would in the pure elemental state. The accuracy of the inelastic mean free path data is around 30 per cent standard deviation and so these $K$ values can be no more accurate than that figure.

<table>
<thead>
<tr>
<th>Element</th>
<th>eV</th>
<th>$K_{AB}$</th>
<th>Element</th>
<th>eV</th>
<th>$K_{AB}$</th>
<th>Element</th>
<th>eV</th>
<th>$K_{AB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>43</td>
<td>3.2</td>
<td>Co</td>
<td>775</td>
<td>7.2</td>
<td>Sn</td>
<td>430</td>
<td>1.8</td>
</tr>
<tr>
<td>Be</td>
<td>104</td>
<td>3.8</td>
<td>Ni</td>
<td>848</td>
<td>6.9</td>
<td>Sb</td>
<td>454</td>
<td>2.6</td>
</tr>
<tr>
<td>B</td>
<td>179</td>
<td>4.4</td>
<td>Cu</td>
<td>920</td>
<td>7.9</td>
<td>Te</td>
<td>483</td>
<td>3.7</td>
</tr>
<tr>
<td>C</td>
<td>272</td>
<td>4.6</td>
<td>Zn</td>
<td>994</td>
<td>10.3</td>
<td>I</td>
<td>511</td>
<td>5.6</td>
</tr>
<tr>
<td>N</td>
<td>379</td>
<td>4.4</td>
<td>Ga</td>
<td>1070</td>
<td>13.9</td>
<td>Cs</td>
<td>563</td>
<td>14.0</td>
</tr>
<tr>
<td>O</td>
<td>503</td>
<td>2.8</td>
<td>Ge</td>
<td>1147</td>
<td>16.9</td>
<td>Ba</td>
<td>73</td>
<td>4.1</td>
</tr>
<tr>
<td>F</td>
<td>647</td>
<td>3.0</td>
<td>As</td>
<td>1228</td>
<td>21.2</td>
<td>La</td>
<td>78</td>
<td>1.9</td>
</tr>
<tr>
<td>Na</td>
<td>990</td>
<td>7.6</td>
<td>Se</td>
<td>1315</td>
<td>28.6</td>
<td>Ce</td>
<td>82</td>
<td>2.8</td>
</tr>
<tr>
<td>Mg</td>
<td>45</td>
<td>3.2</td>
<td>Br</td>
<td>1396</td>
<td>39.2</td>
<td>Hf</td>
<td>185</td>
<td>7.1</td>
</tr>
<tr>
<td>Al</td>
<td>68</td>
<td>2.4</td>
<td>Rb</td>
<td>1565</td>
<td>69.1</td>
<td>Ta</td>
<td>179</td>
<td>7.2</td>
</tr>
<tr>
<td>Si</td>
<td>92</td>
<td>1.9</td>
<td>Sr</td>
<td>1649</td>
<td>76.9</td>
<td>W</td>
<td>169</td>
<td>7.3</td>
</tr>
<tr>
<td>P</td>
<td>120</td>
<td>1.5</td>
<td>Y</td>
<td>1746</td>
<td>88.8</td>
<td>Re</td>
<td>176</td>
<td>8.7</td>
</tr>
<tr>
<td>S</td>
<td>152</td>
<td>1.0</td>
<td>Zr</td>
<td>147</td>
<td>5.8</td>
<td>Ir</td>
<td>171</td>
<td>12.7</td>
</tr>
<tr>
<td>Cl</td>
<td>181</td>
<td>0.9</td>
<td>Nb</td>
<td>167</td>
<td>4.3</td>
<td>Pt</td>
<td>64</td>
<td>1.9</td>
</tr>
<tr>
<td>K</td>
<td>252</td>
<td>1.3</td>
<td>Mo</td>
<td>186</td>
<td>3.5</td>
<td>Au</td>
<td>69</td>
<td>1.9</td>
</tr>
<tr>
<td>Ca</td>
<td>291</td>
<td>3.0</td>
<td>Ru</td>
<td>273</td>
<td>2.3</td>
<td>Hg</td>
<td>76</td>
<td>1.9</td>
</tr>
<tr>
<td>Sc</td>
<td>340</td>
<td>4.9</td>
<td>Rh</td>
<td>302</td>
<td>1.8</td>
<td>Ti</td>
<td>84</td>
<td>2.1</td>
</tr>
<tr>
<td>Ti</td>
<td>418</td>
<td>3.7</td>
<td>Pd</td>
<td>330</td>
<td>1.1</td>
<td>Pb</td>
<td>94</td>
<td>2.3</td>
</tr>
<tr>
<td>V</td>
<td>473</td>
<td>3.4</td>
<td>Ag</td>
<td>351</td>
<td>1.4</td>
<td>Bi</td>
<td>101</td>
<td>2.5</td>
</tr>
<tr>
<td>Cr</td>
<td>529</td>
<td>4.6</td>
<td>Cd</td>
<td>376</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>542</td>
<td>7.5</td>
<td>In</td>
<td>404</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7.2.1 Measurements on grain boundaries

7.2.1.1 Fracturing the sample

Grain boundary segregation measurements are either made for the diagnosis of industrial failures or as part of a research programme on laboratory alloys. Whereas the former are studied in the ‘as received’ condition the latter require a treatment cycle. Here the samples are all heat treated to the appropriate temperature, with or without stress, for the appropriate time outside the UHV system. Depending on the requirements, the material may be in a massive form and heated in air, or machined to their final size and heated in argon or vacuum. The samples are then quenched to or below room temperature and, if necessary, machined to size. Machining after the air-exposed heat treatment removes any loose scale and also a layer of material which will be oxygen saturated along the grain boundaries. If the segregation is to be measured at a given temperature the quench must be sufficiently fast to limit the movement of the segregating species. Of course, once at room temperature most samples can be stored indefinitely. For many systems the bulk diffusivity increases tenfold for every 50 °C temperature rise. Thus, even with the small pre-machined samples being quenched into iced brine (the metallurgists fastest quench), segregation measurements can only be made for temperatures up to 900 °C in iron. This limits studies in iron to the α phase.

The prepared samples are then inserted in the AES system and UHV is achieved by bake-out unless an airlock is available (see Chapter 2). The 200 °C bake-out causes no redistribution of substitutionally diffusing solutes but will remove any hydrogen-embrittlenent and will allow a full redistribution of the interstitial solutes. Most samples are then fractured by impact on a liquid nitrogen cooled stage. The high strain rate of impact and the low temperature makes all body-centred cubic (b.c.c.) materials brittle and some face-centred cubics (f.c.c.) also. Suitable areas of the fracture surface are then imaged using the focused electron beam to raster the surface, after the manner of the SEM. Auger electron maps with a spatial resolution currently around 1 μm (except for the more expensive instruments which can achieve 0.1 μm) allow interesting areas to be selected so that point quantitative analyses can be made of the element segregation levels. Care has to be exercised in the fracture process since some steels change from ductile failure above room temperature to intergranular fracture in the range 0 to −40 °C, and then to cleavage failure. Such samples must be fractured in the correct temperature range and not merely as cold as possible. For weldment problems where the sample should fail in a ductile manner, apart from the critical regions of interest, a tensile fracture stage\textsuperscript{32} can be used. For high temperature problems hot tensile stages have been designed\textsuperscript{33} and, to assist failure in steels, hydrogen ambients\textsuperscript{34} or the cathodic charging of the sample\textsuperscript{35} can be used. In the latter case the precise conditions of charging depend on the sample. Gener-
ally, charging may be achieved drawing a current density of 20 mA/cm$^2$
between platinum electrodes, at room temperature, for two hours in 0.5$M$
H$_2$SO$_4$ solution with a hydrogen recombination poison such as As$_2$O$_3$ added
at 0.03 gm/l. In many cases these samples may be stored at liquid nitrogen
temperatures but have a very short life at room temperature and should not
be put through a bake-out schedule.

Some general words of caution should be added to the above procedures.
After fracture, the surfaces of metals such as iron and tungsten are very

---

Figure 7.6  SEM micrograph of intergranular and intra-crystalline cleavage in $\alpha$-iron
(micrograph edge 0.75 mm)
reactive and, unless the vacuum conditions are particularly good, the peaks due to carbon and oxygen will be seen to increase linearly with time. This can make precision measurements of these important elements very difficult. Again, chlorine occurs as a result of finger contamination and nitrogen can occur through air leaks. If an imaging facility is available with sufficient resolution, the intra-crystalline cleavage and intergranular fracture regions can be clearly distinguished, as shown in Figure 7.6. Any contamination will show up on both types of region whereas segregants can only appear on the grain boundaries. The contaminants do not come solely from the instrument but can come from the material itself by surface diffusion. In many metals the alkali metals and elements such as lead and bismuth are very insoluble and form very small, effectively pure, precipitates. After fracture, material from the precipitates, exposed to the surface, can diffuse over the whole surface covering the cleavage and intergranular regions alike, making accurate segregation measurements difficult.\textsuperscript{36} This effect is only removed by retaining the sample at liquid nitrogen temperatures during analysis. The problem of surface diffusion also dominates the work on hot tensile stages. Here the fracture is slow and the sample may be at high temperatures for an hour before cooling so that all measurements must be treated with great caution.

7.2.1.2 Characterizing the segregated region

Figure 7.7 shows the AES spectrum from the grain boundaries of the rotor that caused the Hinkley Point failure, discussed above. The rotor was temper brittle and, according to the quantification shown in Table 7.1, contained 45 per cent of a monolayer of phosphorus at the grain boundaries. This sort of spectrum raises several immediate questions: (a) how far does the phosphorus concentration extend from the grain boundary, (b) how representative is one spectrum of the boundaries in the steel, (c) is half of the segregant left on each side during fracture and (d) what other elements present are also segregated, as distinct from being in precipitates such as carbides, and, if they are segregated, are they active in the particular failure process under study?

The answer to the first question covering the localization of the segregant about the fracture plane may be established by sputtering the fracture away using an \textit{in situ} ion beam. The results for many systems, both metallic and compound, are shown in Figure 7.8. The exponential decay, with a characteristic of 0.3 to 0.6 nm, agrees with the prediction for the sputtering of the atoms sited on the outermost atom layer of the surface.\textsuperscript{37} Thus, it is clear from Figure 7.8 that the segregant atoms occupy a zone only one atom wide at the grain boundary and that it is their bonds that have ruptured in the fracture process. Analysis of both halves of the fracture surface show that, in general, the fracture path divides the segregant equally onto the two faces.\textsuperscript{38} This is only true on average and, microscopically, one would not expect it to be valid
in all cases. Indeed, in the fracture of interphase interfaces the segregants tend to remain with the more reactive surface, as observed by Johnson and Smartt for graphite nodules in iron.\(^{39}\)

Care must be exercised in interpreting the sputter profiles for elements which may be in precipitate form at the grain boundary as, for instance, the chromium and molybdenum signals in the spectrum of Figure 7.7. Some of the chromium and molybdenum may be segregated and some may be in precipitates of Cr\(_2\)C\(_6\) and Mo\(_2\)C. It is important to know the levels segregated and the sputter profile, shown in Figure 7.9, may be thought to give this information. The residual signals after long sputtering times have been attributed to the thick carbides whereas the initial decays for the chromium and molybdenum, following that for phosphorus, indicate the level of segregation. Quantitative analysis of the spectra\(^{40}\) indicate grain boundary coverages of precipitates, Cr\(_2\)C\(_6\) and Mo\(_2\)C, of 7 and 5 per cent by area, respectively, with 17 percent of a monolayer of chromium and 12 per cent of a monolayer of molybdenum segregated. However, this analysis makes no allowance for the differential sputtering discussed in Chapter 4. It has been shown\(^{41, 42}\) that the surface composition of a stoichiometric material will change exponentially from the original composition to a new altered level as a result of preferential sputtering. The change occurs during the sputtering of the first few atom
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Figure 7.8 Composition–depth profile for segregants at grain boundaries using AES and argon ion etching. The continuous curve shows the expected result for atoms exactly in the grain boundary plane.

layers and is expected to occur for carbides as well as all other materials. All of the models of sputtering indicate that the metal will be depleted in carbides so that some or all of the decays seen for chromium and molybdenum, in Figure 7.9, may result from preferential sputtering. A clear separation of the preferential sputtering and segregation terms is not possible at the present time and requires reference profiles from UHV cleaved stoichiometric carbides.

Analysis of many grain boundary faces shows that the segregation is generally fairly uniform with one boundary behaving much like another, as shown in the sharp histograms of Figure 7.10 for segregants in iron. Included in this diagram is the histogram for the rotor steel of the Hinkley Point failure discussed in the Introduction. The uniformity between boundaries is largely to be expected since the greatest number of boundaries, and especially those that fail will be random high-index, high-energy boundaries. Instances do
occur, however, when wide variations in the segregation levels are observed and, since the onset of fracture is clearly related to the boundaries with the highest segregation level, this level must be estimated by fitting the data to a Weibull distribution. The bismuth segregation in Figure 7.10 fits such a distribution.

One reason for expecting different levels of segregation at different boundaries arises from the different degrees of disorder there. Watanabe, Kitamura and Karashima, in a very careful study on the iron–tin system, show that a twentyfold increase in segregation occurs as the angle of a tilt boundary increases up to 60° but that no minima occur at coincidence boundaries. On the other hand, in the iron–phosphorus system, Suzuki, Abiko and Kimura correlate the intensity of segregation with the index of the fracture surface rather than the overall misorientation of the boundary. Thus, not only is the segregation highest for the most disordered boundaries but, after fracture, the segregant is retained on the higher index surface as shown in Figure 7.11(a). Figure 7.11(b) shows the anisotropy of the segregation in the polar diagram of the fracture faces and it is clear that the low index faces have considerably lower segregation.
Figure 7.10  Histograms of segregation to grain boundaries for sulphur and tin in iron at 600 °C (reproduced from Seah and Hondros\textsuperscript{32} by permission of the American Institute of Physics), for bismuth in copper at 700 °C (after Powell and Woodruff\textsuperscript{45}) and for phosphorus in 3Cr\textsubscript{2}Mo steel at 450 °C (after Hondros and Seah\textsuperscript{17})

Figure 7.11  The segregation of phosphorus in iron, 1 per cent phosphorus, (a) showing the segregation atoms (dark squares) in relation to the fracture process and (b) the level of segregation in relation to the relative orientation of each grain to the grain boundary. (Reproduced from Suzuki Abiko and Kimura\textsuperscript{48} by permission of Pergamon Press Ltd)
7.2.2 Measurements on free surfaces

7.2.2.1 Heating the sample

Measurements of surface segregation involve both the alloying elements and the impurities. Whilst both are important to the metallurgist, workers in the alloy catalyst field have concentrated on the former. Most of these measurements are made using AES. Small samples of material are usually mounted on a hot stage in the apparatus, cleaned on the front by ionetching and then analysed as a result of some heat treatment schedule in situ in the UHV. In work at NPL, special lightweight stages have been devised which heat small samples to 1000 °C whilst consuming only a few watts of power. This reduces outgassing in the vacuum system and enables a good vacuum environment to be maintained. This is important since the balance of the segregation of other constituents can be changed if the surfaces become contaminated with oxygen or carbon. For instance, the surface of nickel–gold alloys, which are usually nickel depleted, can become nickel rich in the presence of oxygen or hydrogen. A second advantage is that magnetic fields associated with the use of high power can upset the operation of some spectrometers so that measurements must then be taken with the power switched off. With the low power sources the samples cool in a few seconds so that quenches from 850 °C are sufficiently fast to retain the segregation of that temperature.

A further problem that exists with surface segregation concerns the evaporation of volatile species. True equilibrium measurements require no net evaporation from the surface. Tables of elemental vapour pressures as a function of temperature are given by Honig and Kramer and it is seen that many of the interesting segregants are also very volatile. This limits the maximum temperature for meaningful measurements generally to below 850 °C. At higher temperatures the segregant is evaporated and the bulk content of the sample falls so that eventually no more segregant is available. Evaporation can be reduced by partially enclosing the surface or working at the bottom of a crevice. However, this is only likely to increase the operating temperature range by about 50 °C. A check on the evaporating species is easily made by collecting emitted atoms on a nearby cold substrate which may subsequently be analysed by AES.

7.2.2.2 Characterizing the segregated region

Sputter depth profiles, as described above, show that surface segregants are located on the outer atom plane. Compared with grain boundary segregation, much more work has, however, been completed in binary alloy systems and on well-characterized, low-index single-crystal faces. Much of the data of binary systems is included in a recent analysis by Seah and involves a wide range of substrates including silver, gold, copper, iron, nickel, palladium,
platinum and ruthenium, with a similar range of segregants. Histograms of the scatter of the level of segregation with crystal face have not been published since a uniform result over the surface has been indicated in most studies. However, in a detailed study of gold segregation in nickel, Johnson et al.\textsuperscript{52} analysed the segregation and surface orientation of eighteen grains, as shown in Figure 7.12. The letters correspond to the grains shown in the inset and the numbers are approximately proportional to the level of segregation of gold for the nickel grains in the polar diagram. The distribution of surface segregation shown in Figure 7.12 is broadly as expected. The driving force for segregation is the lowering of the surface energy.\textsuperscript{20} Thus the segregants will be most concentrated on the faces where the surface energy of the pure nickel can be most reduced by gold atoms satisfying and minimizing the local dangling bond energy requirements. Such a condition appears to occur on the (014) plane where the segregant level maximizes.

The above sections describe the general characterization of segregation that is possible with Auger electron spectroscopy. In the next section the theory of segregation will be described and illustrated by measurement with AES.

7.3 Theory of Segregation

The theories of segregation have developed rapidly in the last decade in response to the growing body of AES measurements available for interpre-
The adsorption theories for the solid–solid interface and the solid–vacuum surface have been established as direct analogues or developments of theories well known in the field of gas adsorption on the free surfaces of solids. In this section the theories will be presented as a series with successively more complex adsorption conditions. These describe the final equilibrium state but, in practical situations, events are limited by diffusion and so the kinetics of the segregation process are then presented.

7.3.1 The Langmuir–McLean theory for surface and grain boundary segregation in binary systems

In the earliest theory specifically for grain boundaries, McLean\textsuperscript{18} proposed a model with the solute atoms populating grain boundary and lattice sites with an energy difference, $\Delta G$, the free energy of segregation. Using simple statistical mechanics he found that the system energy was minimized for a fractional monolayer of segregant, $X_b$, at the grain boundary, where

$$\frac{X_b}{X_b^0 - X_b} = \frac{X_c}{1 - X_c} \exp \left( -\frac{\Delta G}{RT} \right)$$  \hspace{1cm} (7.4)

Here $X_b^0$ is the fraction of the grain boundary monolayer available for segregated atoms at saturation and $X_c$ is the bulk solute molar fraction. Segregation measurements obeying the form of equation (7.4) have been reported for several systems at free surfaces\textsuperscript{17} but the theory is best illustrated by the data of Kumar and Eyre\textsuperscript{53} for the grain boundary segregation of oxygen in molybdenum, shown in Figure 7.13.

7.3.2 The free energy of grain boundary segregation in binary systems, $\Delta G_{gb}$

Values of $\Delta G_{gb}$ were estimated by McLean\textsuperscript{18} from the elastic strain energy released by the segregation of solute atoms. This gave values correct to a factor of two; however, a higher accuracy in estimating $\Delta G_{gb}$ was provided by Seah and Hondros.\textsuperscript{32} Using the gas adsorption theory of Brunauer, Deming, Deming and Teller, known as the truncated BET theory, they write\textsuperscript{54} the solid-state analogue as

$$\frac{X_b}{X_b^0 - X_b} = \frac{X_c}{X_c^0} \exp \left( -\frac{\Delta G'}{RT} \right)$$  \hspace{1cm} (7.5)

where $X_c^0$, the solid solubility, is the important parameter for which considerable data exists in metallurgical handbooks. In the dilute limit, if $X_b^0$ is one monolayer, we may write:

$$\beta_{gb} = \frac{X_b}{X_c} = \frac{K}{X_c^0}$$  \hspace{1cm} (7.6)

where $K = \exp(-\Delta G'/RT)$ and $\beta_{gb}$ is the grain boundary enrichment ratio.
Equation (7.6) provides an excellent description of the mass of experimental data, from AES and other techniques, which show that $\beta_{gb}$ is dependent on $X_c^0$ for solubilities which range from 100 p.p.m. to 100 per cent. The compilation of this data is shown in Figure 7.14 from which it is clear that

$$\beta_{gb} = \frac{4.3 \times 2.5}{X_c^0}$$

(7.7)

The chart on the right-hand side of Figure 7.14 shows the values of $\beta_{gb}$, obtained in binary and higher order alloys, for which $X_c^0$ is not known. This shows the important effect that the segregation of impurities such as phosphorus, tin and antimony appears to be an order of magnitude higher in alloy steels than in pure iron. This point will be reconsidered later.
Thus the truncated BET theory has a powerful predictive value for binary systems and it is seen that the free energy of grain boundary segregation, $\Delta G_{gb}$, over a range from 0 to $-100$ kJ/mol, is equal to $(\Delta G_{sol} - 9 \pm 5)$kJ/mol. Many other adsorption theories have been developed for binary systems$^{54}$ but for general predictive value the truncated BET seems best.

### 7.3.3 The free energy of surface segregation in binary systems

Calculations of the free energy of surface segregation have variously been attempted through bond energy terms$^{55-57}$ and strain release terms.$^{50-55}$ The bond energy terms give $\Delta G = \gamma_A^S - \gamma_B^S$ where $\gamma_A^S$ is the surface energy (in kilojoules per mole) of the pure matrix atoms B and $\gamma_A^S$ that of the pure segregant A. For solid metals the surface energies are related to the melting points so that $\Delta G$ may be estimated from the difference in the melting points of the segregant and matrix atoms, $T_A^M$ and $T_B^M$. 

![Graph showing a predictive plot for the grain boundary enrichment ratio. (After Seah)](image-url)
Using this approach Seah\textsuperscript{51} combines the surface energy and strain release terms through a regression analysis with the experimental data for many systems to derive a prediction for the surface segregation enrichment ratio, $\beta_s^A$:  

$$\ln \beta_A^S = \frac{24(T_B^M - T_A^M) + 1.86 \Omega + M4.64 \times 10^{-2}a_B(a_A - a_B)^2}{RT}$$  \hspace{1cm} (7.8)$$

where $\Omega$ is the molar regular solution parameter for the AB binary system and $a_A$ and $a_B$ are the atom sizes of A and B atoms, calculated as described in Chapter 5 in relation to equation (5.8). The parameter $M$ is unity for $a_A > a_B$ and zero for $a_A < a_B$. The first term represents the effect of dangling bond energies and is the dominant term for segregant systems in which the atom sizes differ by less than 10 per cent., the second term is a small contribution due to the chemical interaction of A and B and the last term is that due to the
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Figure 7.15  The relation between the predicted surface segregation enrichment ratio and that observed experimentally. (After Seah\textsuperscript{51})
strain energy release. The strain release term only contributes for segregant atoms larger than the matrix but not for the reverse case since the strain is then always small.\textsuperscript{59} Equation (7.8) agrees well with experiment and allows prediction of $\Delta G_s$ to a standard deviation of 9 kJ/mol over the range of surface segregation free energies from $-80$ to 20 kJ/mol. Figure 7.15 shows the correlation of this prediction with the experimental values.

### 7.3.4 Site competition in simple ternary systems

Many measurements have been reported in ternary and more complex systems but few have fully characterized the phenomenon of site competition. The first analysis by Seah and Lea\textsuperscript{50} showed that, for segregation levels below one monolayer, a simple linear site competition could occur. A strongly segregating species could displace a weakly segregating species on, approximately, an atom-for-atom basis. Such a competition was first demonstrated for tin and sulphur on an iron substrate and more recently for both antimony\textsuperscript{61} and oxygen\textsuperscript{62} with sulphur. In all of the above cases if the element displaced by sulphur is strongly segregated to the extent of close to, or more than, one monolayer in the absence of sulphur, the initial displacement goes more strongly than on a one-for-one atom basis until, at approximately 25 per cent. of a monolayer of sulphur, the behaviour switches to that described above. This is illustrated in Figure 7.16.

![Graph showing site competition between oxygen and sulphur on the surface of iron](image)

Figure 7.16 Site competition between oxygen and sulphur on the surface of iron, illustrating the regimes of 1:1 and 2:1 oxygen-to-sulphur replacement ratios. (Reproduced from Thomas \textit{et al.,}\textsuperscript{62} by permission of the American Institute of Physics)
Site competition as described above is not expected at grain boundaries since, even at a full monolayer of segregation, further solute atoms can segregate and reduce the strain and matrix atom dangling bond energies simply because there are matrix atoms on both sides of the interface. These extra bonding sites, compared with the free surface, make competition less likely and, for the tin-sulphur and oxygen-sulphur systems, no grain boundary site competition is observed at all.\textsuperscript{32,63} Site competition at grain boundaries in iron has also been observed between nitrogen and sulphur,\textsuperscript{64} but not under all conditions.\textsuperscript{63} More important is the reported displacement of phosphorus by carbon.\textsuperscript{65} This last observation is very important for the fracture problem and will be discussed more fully later.

7.3.5 More complex binary systems

The above theories assume that the segregated atoms are non-interacting. If an interaction energy $\omega$ is allowed between adjacent adsorbate atoms, such that they attract ($\omega$ negative) or repel ($\omega$ positive) each other, the solid-state analogue of the Fowler adsorption theory\textsuperscript{66} may be derived:

$$\frac{X_b}{X_b^0 - X_b} = \frac{X_c}{1 - X_c} \exp \left[ -\frac{\Delta G - Z_1 \omega (X_b/X_b^0)}{RT} \right]$$  \hspace{1cm} (7.9)

![Graph showing grain boundary Fowler isotherms with experimental results](image)

Figure 7.17 Grain boundary Fowler isotherms with the experimental results of Pichard \textit{et al.}\textsuperscript{67} for Se and Te in iron. (After Hondros and Seah\textsuperscript{54})
If $\omega$ is zero this theory reduces to that of Langmuir and McLean. However, as $\omega$ becomes more and more negative the segregation shows progressively sharper rises as the temperature falls until eventually the rise in segregation is discontinuous at a certain temperature. This transition in behaviour is shown in Figure 7.17, together with the AES measurements for selenium and tellurium in iron.\textsuperscript{67} For $Z_1\omega$ below $-4RT$ the curves become S-shaped, as shown by the curve at $Z_1\omega = -6RT$. For this final curve the segregation does not follow the S-shaped solution to equation (7.9) but moves discontinuously from A to B. The way this arises can be seen from the plots of $G$ as a function of $X_b$ in which the high coverage minimum eventually has a lower absolute energy than that at the low coverage.\textsuperscript{68}

### 7.3.6 Segregation in ternary systems

In 1975 Guttmann\textsuperscript{69} extended the Fowler theory to allow for interactions between two co-segregating species in multicomponent systems. This development, vital to explain the segregation behaviour resulting in intergranular failures in engineering materials, gives

$$\frac{X_{bi}}{X_{br}^0} = \frac{X_{ci} \exp(-\Delta G_i/RT)}{1 + \sum_{j=1}^{2} X_{cj}[\exp(-\Delta G_j/RT) - 1]} \tag{7.10}$$

where $X_{bi}^0$ and $X_{br}^0$ are the molar fractional monolayers segregated by the impurity and alloying elements of bulk contents $X_{ci}$ and $X_{cj}$, respectively. Additionally,

$$\Delta G_1 = \Delta G_1^0 + \alpha_{12}'X_{b2}$$
$$\Delta G_2 = \Delta G_2^0 + \alpha_{12}'X_{b1} \tag{7.11}$$

where $\Delta G_1^0$ and $\Delta G_2^0$ are the free energies of segregation of the impurity and alloying elements separately in the matrix. The interaction coefficient $\alpha_{12}'$ refers to the changes in nearest neighbour bond energies in forming the alloy–impurity bonds and are obtained from measurements of the effects of the alloy elements on the solubilities of the impurities.\textsuperscript{70} If $\alpha_{12}'$ is negative, segregation of the alloying element enhances segregation of the impurity. In a similar manner to the Fowler result, shown in Figure 7.17, as $\alpha_{12}'$ becomes more and more negative, the curves exhibit a more pronounced S-shape and eventually exhibit a region in which the segregation shows a discontinuous increase from a low level to a high one. The general effect of Guttmann’s coupling can be seen in Figure 7.14. Alloy element additions with a negative value of $\alpha_{12}'$ cause the impurity element solubility to fall. Simultaneously, through equations (7.10) and (7.11) the segregation level rises. Thus, the addition of the alloy element causes the point for the original binary system in Figure 7.14 to move diagonally upwards to the right but to stay within the general correlation.\textsuperscript{71}
The general behaviour of this model is now well accepted and allows an accurate description of some of the behaviour observed in embrittlement problems. The increase in the free energy of segregation of one species by a second, described in equation (7.11), has been validated in careful experiments on surface segregation in steel by Dumoulin and Guttman, as shown in their data of Figure 7.18.

Guttman's original theory was modified by Seah to remove the site competition which had not been observed in practice. In equation (7.10) the sum over the \( j \) terms is simply replaced by the \( i \)th term. This simplifies the calculations and gives a better description of the experimental results. A range of more complex theories is detailed by Guttmann and McLean and by Guttmann.

### 7.3.7 The kinetics of segregation

In practical situations where segregation is important, the segregant atoms often have insufficient time to reach their full equilibrium level as defined by the adsorption theories. In this section, therefore, the kinetics of the segregation are analysed.

Most models of the kinetics follow McLean's approach. Solute atoms are assumed to segregate to a grain boundary from two infinite half crystals of uniform solute content or to a surface from one infinite half crystal. Diffusion in the crystals is described by Fick's laws and the ratio of the solute in the
grain boundary to that in the adjacent atom layer of the bulk is given by the constant enrichment ratio, \( \beta \), of equation (7.6). The kinetics of the segregation are thus described by

\[
\frac{X_b(t) - X_b(0)}{X_b(\infty) - X_b(0)} = 1 - \exp\left(\frac{FDt}{\beta^2 f^2}\right) \text{erfc}\left(\frac{FDt}{\beta^2 f^2}\right)^{1/2} \tag{7.12}
\]

where \( F = 4 \) for grain boundaries and 1 for the free surface, \( X_b(t) \) is the boundary content at time \( t \), \( D \) is the solute bulk diffusivity and \( f \) is related to the atom sizes of the solute and matrix, \( b \) and \( a \), respectively, by \( f = a^3 b^{-2} \). For short times equation (7.12) approximates to

\[
\frac{X_b(t) - X_b(0)}{X_b(\infty) - X_b(0)} = \frac{2}{\beta} \frac{b^2}{a^2} \sqrt{\left(\frac{FDt}{\pi}\right)} \tag{7.13}
\]

Equations (7.12) and (7.13) are, in fact, limited extremes of a general problem. In practice, \( \beta \) is only constant for dilute systems with low segregation levels. As segregation proceeds \( \beta \) generally falls as a result of saturation. If \( \beta \) starts high and falls rapidly as the segregation saturates, equation (7.13) is valid up to saturation.\(^75\)\(^76\) A detailed analysis for the saturation occurring in the Langmuir–McLean adsorption theory has been presented by Rowlands and Woodruff.\(^77\) Their analysis, re-interpreted in Figure 7.19, shows how the time dependence of the segregation changes from equation (7.12) to equation (7.13) as the final equilibrium segregation level \( X_b(\infty) \) approaches the saturation level \( X_b^0 \).
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Figure 7.19 The kinetics of segregation in binary systems for varying degrees of saturation in the final equilibrium level. (After Rowlands and Woodruff\(^77\))
The more complex problem of the kinetics of segregation in ternary systems has been studied by Tyson. Tyson uses McLean's approach but incorporates Guttman's theory to define the grain boundary concentration. For a ternary system with a dilute impurity and a non-dilute alloy element he finds that equation (7.13) is often a good description if the final segregation level is near saturation and equation (7.12) similarly if the final level is low. However, for certain critical cases, in which the two interacting species have similar values of $D\beta^{-2}$, the segregation curves exhibit an intermediate plateau.

The kinetics of de-segregation have, in the past, been described as much faster than the kinetics of segregation. This is not true and the relationships are as given in equations (7.12) and (7.13) with $X_b(0)$ and $X_b(\infty)$ transposed.

The above discussion is valid for wholly enclosed surfaces or for grain boundaries. For surface segregation experiments in a vacuum system using AES, evaporation of the segregant is possible. Lea and Seah evaluated the effect of surface evaporation concomitant with surface segregation, as shown in Figure 7.20. The results show initially no divergence from the McLean result of equation (7.12). However, as the segregation builds up, the evaporation rate increases and the bulk material begins to be depleted of solute. The segregation goes through a maximum and eventually irreversibly falls to a low value as the substrate purifies. The numbers against the curves, $E$, are proportional to the evaporation rate of the segregant. As an illustration, the surface segregation of tin in Fe–0.22 per cent Sn at 700 °C represents a situation of

Figure 7.20  The time dependence of surface segregation with various evaporation rates described by a reduced parameter $E$. (After Lea and Seah)

weak segregation with $E = 0.007$ and the segregation peak occurs after 15 minutes.\textsuperscript{75}

### 7.4 Materials Effects of Segregation

The segregation of solute species to surfaces and grain boundaries in a solid produces a zone with a discrete composition and discrete properties, vital to the overall performance of the material in an analogous manner to the importance of the properties of cement in brick buildings. For many of the engineering properties of materials, the effects of segregation on the interface energy, cohesion and diffusion are the important functions. Other properties are also important for specific types of failure but first we shall outline the effects of segregation on the basic materials properties.

#### 7.4.1 Segregation and basic materials parameters

The effect of segregation on surface and interfacial energies is now well established.\textsuperscript{20, 21} Combining the Gibbs adsorption theory\textsuperscript{21} with equations (7.4) or (7.5) yields\textsuperscript{49, 79}

$$\gamma_s = \gamma_s^0 + \Gamma_b^0 RT \ln(1 - X_b)$$  \hspace{1cm} (7.14)

where $\gamma_s$ and $\gamma_s^0$ are the interface or surface energies in the segregated and pure states, respectively, and $\Gamma_b^0$ is the mole per square metre of segregant in one atom layer. This relation, amply supported by experiment, shows that the interface energy is depressed by segregants and that those segregants that are highly surface-active depress the energy most.

The effect of segregants on grain boundary diffusion has been established much more recently. Combining the theory of Borisov, Golikov and Scherbinsky\textsuperscript{80} and equation (7.14), Bernardini et al.\textsuperscript{81} find for the self-diffusivity, $D_{gb}$,

$$D_{gb} = D_{gb}^0 \left[ 1 + \left( b_x - \frac{2 \beta b^3}{b^3} \right) X_c \right]$$  \hspace{1cm} (7.15)

where $D_{gb}$ is the diffusivity for the segregated boundary, $D_{gb}^0$ is for the clean boundary and $b_x$ is a small term denoting the effect of the solute on the bulk diffusivity $D_x$, given by

$$D_x = D_x^0 (1 + b_x X_c)$$  \hspace{1cm} (7.16)

Equation (7.15) shows that the removal of the disorder by the segregation of solutes reduces the rapid transit paths normally associated with grain boundaries. The experiments show that order-of-magnitude reductions are possible for the grain boundary self-diffusivity and that similar but stronger effects occur for the solute diffusivity there. In the past grain boundary diffu-
sion measurements have always been made using radiotracers; however, as Bernardini, Lea, and Hondros\textsuperscript{82} point out, they may now be determined for all systems using AES measurements of solute transport through thin foils.

The effects of segregants on cohesion has been the subject of many papers and much controversy, which it is not appropriate to discuss here. The basic divergence of opinion now centres round the assertion, on the one hand, that the segregant occupies a hole in the boundary and in so doing locks up metallic bonding electrons, consequently weakening the pre-existing metal–metal bonds\textsuperscript{83} and, on the other hand, that the segregant replaces a host atom so replacing a metal–metal bond by a weaker metal–segregant bond.\textsuperscript{84} In the regular solution approximation this latter approach agrees with the thermodynamic theory\textsuperscript{85} and leads to the prediction that it is the atomic

![Graph showing the relative embrittling/ductility effects of equivalent levels of segregants in iron: (a) the theoretical predictions (after Seah\textsuperscript{73}) and (b) the measurements relative to phosphorus (after Seah\textsuperscript{91})](image-url)
bond energy per unit area that governs the propensity of segregants to weaken or strengthen grain boundaries. These terms may all be calculated from the data of Hultgren et al. Figure 7.21(a) shows the relative effect of different segregants in iron calculated in this way. The ordinate value may be treated as a relative scale but is approximately 800 times the effect on the ideal work of fracture per cent. of monolayer segregated. From Figure 7.21(a) it is clear that phosphorus, tin, antimony and arsenic will embrittle steel whereas carbon and molybdenum will reduce this embrittlement. The avail-

Figure 7.22 The general embrittlement/ductility plot for matrix and segregant elements in the ideal solution approximation (after Seah). As an example, if iron is taken as the matrix, all points above the dotted line are ductilizing and those below are embrittling, to an extent dependent on their displacement from the line
able experimental results\textsuperscript{32,64,87–90} for the relative effects of segregants, normalized to phosphorus, have been analysed by Seah,\textsuperscript{91} as shown in Figure 7.21(b). These results support the original calculations very well except for carbon which appears to give the correct remedial effect but less strongly than originally proposed.

The calculations for segregants in iron may be generalized to all matrices in the ideal solution approximation. The results, shown in Figure 7.22, give the bond energy density on the ordinate axis. Those elements appearing below any other will, if segregated, reduce the grain boundary cohesion of that second element, roughly in proportion to the vertical separation of the elements in the figure. Thus the observed embrittlement of copper by bismuth,\textsuperscript{92} tungsten by potassium\textsuperscript{93} and nickel by sulphur\textsuperscript{94} are all in agreement with this work and, in particular, the improvement in ductility of platinum–rhodium–tungsten alloys by boron\textsuperscript{95} is anticipated in this diagram.

### 7.4.2 Temper brittleness

The analysis of the interface cohesion above is central to the problem of low temperature intergranular failure. The greatest incidence of this, in practice, occurs when low alloy steels are heated in the temperature range 450–550 °C. The name ‘temper brittleness’ merely arises from this embrittlement occurring in the steel’s tempering range. Analysis of many commercial failures shows that phosphorus from typical commercial levels of 80 to 160 p.p.m. causes the failures in CrMo steels and that a combination of phosphorus and tin are involved in NiCrMo steels.\textsuperscript{96}

If steels are tested by impact over the temperature range –100 to +100 °C it will be found that, at high temperatures, they are ductile and, at low temperatures, brittle. The temperature of the transition should be as low as possible but will rise roughly linearly with the segregation if intergranular failures are involved. Thus the measurements of transition temperatures for a SAE 3140 steel containing 150 p.p.m. of phosphorus, shown in Figure 7.23, should reflect the phosphorus segregation level. The predictions of the segregation of phosphorus in this steel using Guttmann’s ternary segregation theory with McLean’s kinetics show a perfect agreement of the curves for constant segregation with the curves for constant transition temperature, and hence allow extension of the data to periods of up to 30 years, as shown in Figure 7.24.\textsuperscript{73} Some care must be taken in making such extensions, in practice, since over a long time the steel’s hardness will generally reduce, improving the ductility. Also the partitioning of the alloy elements, between their incorporation in the carbides and being in solution in the matrix, will change, causing decreases or increases in segregation and embrittlement above that calculated by the simple approach.\textsuperscript{88,98}

In support of Guttmann’s theory is his own wide range of work reviewed
recently\textsuperscript{74} and the work of McMahon and his co-workers who show that nickel and chromium increase the segregation of phosphorus,\textsuperscript{99} antimony\textsuperscript{100} and tin.\textsuperscript{101} However, recent work by Erhart and Grabke\textsuperscript{65} and by Briant\textsuperscript{102} all indicate that a totally different view may be more appropriate. In a study of a series of alloys of iron with carbon, chromium and phosphorus separately and in combination, Erhart and Grabke show that the addition of chromium to an iron–phosphorus alloy does not alter the segregation of phosphorus but that the addition of carbon suppresses the phosphorus segregation about fivefold. This is due to direct site competition where the sum of the fractional monolayers of segregated phosphorus and carbon is constant. The effect of chromium addition to the iron–carbon–phosphorus alloy is to lock up the

Figure 7.24 The segregation diagram appropriate to Figure 7.23. (After Seah\textsuperscript{73})
carbon in carbide precipitates so that the carbon no longer segregates and the phosphorus segregation returns to the higher value close to that for the iron–phosphorus alloy. Thus the addition of chromium increases the phosphorus segregation, not through direct coupling, but through the carbon–phosphorus site competition. Segregation levels, similar to that above for the iron–chromium–carbon–phosphorus alloy have been observed by Briant in a NiCr steel. Additionally, Briant finds that increases in the chromium, manganese and nickel levels have no effect on the phosphorus segregation. Clearly more work must be done in this area to clarify this controversy in order to understand the problem of temper brittleness. To some extent the problem is solved in a practical sense either by using better steel-making routes and purer ores to remove the phosphorus and tin or to use reactive additives, as shown by Seah, Spencer and Hondros, which fully neutralize the effects of the impurities.

7.4.3 Stress corrosion cracking

Intergranular failures in stress corrosion cracking are not as simple as the direct cohesion failures of temper brittleness. Here segregations can occur which do not affect the material’s impact strength or ductility but which do cause failures in service, in certain electrolytes. For instance, Lea and Hondros show that certain segregants reduce the time to failure of strained mild steels in ammonium nitrate whilst no effect is seen in paraffin. The relative effect of the segregants is found to be proportional to the difference in the tabulated equilibrium electro-potential of each segregant and that of iron. The mechanism giving rise to this effect is thought to be anodic dissolution at the crack tip promoted by an electrochemical cell formed between the atoms of the segregant and matrix, the one promoting dissolution of the other depending on the electropotential relative to that of iron. In order of their potency, calcium, phosphorus, sulphur, aluminium, copper, nickel, tin, antimony, arsenic and zinc are found to be deleterious.

7.4.4 Stress relief cracking and creep embrittlement

These failures occur in creep-resistant steels under stress at their working temperatures. Creep embrittlement occurs at low stress during service and stress relief cracking occurs during the annealing cycle necessary to remove the stresses formed in the heat-affected zone of weldments. The intergranular failures are often associated with grain boundary cavities which have nucleated and grown, during the time under stress at temperature, until the net material section is so reduced that failure ensues under modest loads.

Following the theory of Skelton which shows that the rupture strain, $\varepsilon_r$,
due to cavitation is given by
\[ \varepsilon_r \propto \left( \frac{D_{gb}}{N} \right)^{1/5} \]

where \( N \) is the cavity nucleation rate, Seah\textsuperscript{23} proposed that the impurities could be responsible for embrittlement by two separate routes: (a) through surface segregation to the embryo cavity surface, so reducing the surface energy and increasing \( N \), and (b) through grain boundary segregation, so reducing \( D_{gb} \) as shown in equation (7.15). Both routes decrease the rupture strain and hence increase the embrittlement. The nucleation problem has been studied in more detail from this basis recently\textsuperscript{107} and additional evidence is being established for the role of phosphorus and tin surface and grain boundary segregation in the grain boundary cavitation failure of low alloy steels.\textsuperscript{108, 109}

### 7.5 Conclusion

As shown in Figure 1.2 of Chapter 1, AES has a major impact in many of the value-added technologies. In metallurgy, long-standing problems are being solved and new materials and processes are being developed. In this chapter a classical adsorption problem is analysed and its impact in a whole range of materials failure problems defined. The use of scanning AES has led to the fruition of this field and to an understanding of the precise atomistics\textsuperscript{110} of the fracture processes involved—whether they involve the segregant effect on bond strengths, electrochemistry, energetics of interfaces or material transport. This understanding has led metal producers and users to respond to the problem with effective remedial procedures, for instance by the use of additives,\textsuperscript{103, 111} as discussed above, or by modification of the alloy element content.
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8.1 Introduction

The principal theme of this chapter is concerned with the involvement of electron spectroscopies (primarily X-ray photo-electron spectroscopy (XPS) or ESCA) in the field of heterogeneous catalysis. The chapter is intended to represent a broad coverage of that involvement. Although an extensive (and occasionally detailed) survey of the existing literature is presented, the goal is to cover most of the important developments rather than provide a complete review.

Catalysis was one of the areas of application of ESCA specifically encouraged by Siegbahn in his pioneering expositions,¹ and based partially upon that encouragement, a number of XPS-catalyst studies, both basic and applied, were reported during the first few years of commercial ESCA, 1969–1974. Many of these attempts were not very fruitful, however, and, in fact, in some cases immaturity produced confusion and even errors. Generally speaking, however, sufficient success was achieved, particularly in the basic areas, to promote a second, more productive phase (1975–present). It is this author’s belief that this second phase has been completed and we are now on the verge of a vastly more productive period. This chapter therefore concentrates on developments in electron spectroscopic techniques and application during the latter period. In recent years numerous different catalyst fields have been examined. For brevity only three are described herein; however, this should be sufficient to provide some feeling for the scope and magnitude of the present-day influence of electron spectroscopy in catalysis.

Electron spectroscopic studies in catalysis are complimented to a certain extent by their proximity to the large ‘basic’ field of surface studies of control-
led reactions on single-crystal metals and alloys. While the latter area can be viewed as an essential 'underpinning' for surface studies in heterogeneous catalysis, the exact points of contact between the two fields are, as we shall see, still somewhat limited. In this context, it is very revealing to examine three reviews written around 1975 by Yates,2 Yates and Madey,3 and Fischer4 that stress the importance of the interrelationships between studies in fundamental surface science and basic and applied catalysis. These articles were united in the premise that the aforementioned interaction should be a major factor in surface analysis in the years following 1975. All of these reviews, therefore, contain detailed predictions concerning the (then) future. It is interesting to compare their excellent predictions against the accomplishments summarized at the end of this chapter.

The multitechnique approach seems to play a major role in the aforementioned basic studies. Often, in fact, XPS and AES play relatively minor roles in basic studies. On the other hand, it would appear that although ion techniques and structural analysis methods are assuming growing importance in applied catalysis, the primary tools are still the electron spectroscopies, particularly XPS.

Numerous excellent reviews of basic chemisorption studies have recently appeared; therefore, we will concentrate in this chapter on the (less well covered) 'applied' areas. Although an extensive review of the work of the former area is not appropriate here, some idea of the interaction between the applied and basic field may be obtained from the description of selected examples of the latter, particularly in the section devoted to platinum metal catalysis.

Before beginning this presentation, a few statements are also in order about terminology. First, the term fundamental will be employed in this chapter to denote those studies designed largely to improve or extend the general capability of electron spectroscopy. Most of these topics have been covered in some detail elsewhere in this text. For that reason, they will be described herein only insofar as their attributes are unique to catalysis. Otherwise the reader is referred to the appropriate section elsewhere in this book. The phrase 'basic catalyst studies', on the other hand, will be used to designate that research designed to simulate catalyst properties by examining materials purposefully constructed to reflect only the properties of interest. Most of the efforts of researchers such as Somorjai, Madix and White (and, in fact, the entire field of chemisorption) fall into this category. This chapter considers only the highlights of these studies. Readers interested in more detailed descriptions should consult the many recent reviews. The primary concern of this chapter is in the applied area that features the application of electron spectroscopy to commercial and simulated commercial catalyst systems. These systems are composed of metals, oxides, sulphides and other species, labelled as dopants, generally placed onto a variety of wide-band gapped oxides, designated as supports.
All of the materials under consideration in this chapter were examined in their solid state. Although some of the catalysts were unsupported (see below), they are all considered to be heterogeneous catalysts (at least for the purposes of this chapter). This is an important point because it implies that most (if not all) of the processes of interest, at least, initiate on the surfaces of these catalyst materials, and therefore if techniques can be devised to examine these surfaces before, during and following the reactions in question, then useful information can be obtained. Not considered in this statement, or indeed in this chapter, is the very important (and as yet unanswered) question: what constitutes a catalyst surface? This is particularly uncertain in the case of commercial catalysts, where the materials involved are often configured such that much of their (apparent) active surface is isolated inside pores or compressed into spheres or extrudates. In point of fact, a large part of the active surface of a catalyst, while still being accessible to reactants (under pressure), may be largely inaccessible to traditional surface analysis tools, e.g. an electron spectrometer. In fact, the variable and often uncertain marriage of the material's surface to the analysis tool remains a major concern.

All of this means that the applied surface scientist is required to be very adroit in 'presenting' the material so that the areas of interest are as 'visible' as possible to the spectrometer. No matter how adroit she or he may be, however, some uncertainty exists in this area. Of even more importance is the related assumption, commonly made in electron spectroscopy (particularly ESCA), that a spectrum represents a statistical survey of that material, i.e. the spectrum can be used to portray a reasonable average of the state of the surface of that catalyst. No detailed or even semi-detailed studies are reported in this chapter to defend this supposition. (In fact, disturbingly few studies of this problem have been attempted.) Readers will have to form their own conclusions regarding this controversial point; however, one should keep in mind that hundreds of studies have been reported in which the supposition was assumed to be valid and in most of these cases, ESCA information was found that directly correlated with independent, chemical and physical changes.

8.1.1 Synopsis of pre-1975 electron spectroscopy–catalyst studies

The status of catalyst-related research employing electron spectroscopy during the first half of the 1970s was also described in review articles by McCarrol and Tompkins.

Tompkins devoted his attention mainly to a review of the status at that time of 'surface physics' or what we have labelled as basic studies. Carbon monoxide adsorption and reaction on single crystals and valence band spectra from both UPS and XPS were his paramount concerns. McCarroll, on the other hand, pointed out in the beginning of his review that 'heterogeneous catalysis had, in practical terms, little benefited' from the developments 'in the (then)
last decade’ in surface physics. He also noted that ‘the practical value to the world . . . of a fully developed scientific basis to catalysis would be enormous’. McCarron described pertinent advances in a variety of basic and applied areas, and also argued for the feasibility of the application of surface physics to problems in industrial catalysis, despite the apparent differences in the fastidious nature of the surfaces in the two areas. He explained how LEED and RHEED studies of single-crystal surfaces modified by overlayers of adsorbents can be pertinent to applied problems if the gases employed are similar to those that deposit on the metals in commercial catalysts. For example, the ‘reorientation’ of the Ni(111) face in the presence of sulphur was found to be promoted by an overlayer of Ni(100) (2 × 2)–S. McCarron also pointed out that, as a result of this reorientation the catalyst may present to the petroleum molecules a new surface with substantially modified activity and selectivity.

After a brief discussion of dehydrocyclization on platinum (similar to that studied by Somorjai, see below), McCarron described some early applications of electron spectroscopy to catalysis. The XPS studies of Carberry, Kuczynski and Martínez demonstrated that γ-irradiation induced the migration of alkali metals (e.g. cesium) to the surface of supported silver catalysts, thus enhancing the ability of this catalyst to oxidize ethylene.

Preliminary AES studies by Van Santen and Sachtler and others, of the platinum alloys that were suspected to be the precursors of the bimetallic-reforming catalysts for dehydrocyclization were also described. The relevance of this work was doubted by McCarron. Subsequent developments, however, seem to have justified these initial efforts (see below).

A preliminary XPS study of the Co–Mo–S–Al₂O₃ system by Stevens and Edmonds was also mentioned by McCarron. He pointed out that this represents ‘a more correct use of XPS’ unaware, of course, of the numerous controversies that would soon arise in the growing literature on this system (see below). The observation of Stevens and Edmonds that MoV in the form of MoS₂ plays a key role in the performance of this catalyst system proved to be rather prophetic.

The AES studies of Bhasin were also described. In these studies, judgement as to the expected performance of a Cu/SiO₂–Al₂O₃ catalyst in the presence of lead and magnesium was based upon the surface to bulk ratios of lead, magnesium, aluminium and silicon. In view of suspected beam damage effects, some of these conclusions may be called to question, but the results still point to the potential utility of AES.

A number of applied XPS-catalyst studies appeared in the early 1970s that were not reviewed by McCarron. Most of these seem to have been influenced by the pioneering paper of Delgass, Hughes and Fadley. These papers included a study of rhodium adsorbed on carbon by Brinen and Melera. The
potential of XPS as a tool for the type of relative quantitative study that is so important in making catalyst judgements is indicated in this work, particularly if caution is employed to assure that the characteristics of the support (pore size, etc.) are properly taken into consideration (see the subsequent section on quantitation). Brinen also utilized XPS to examine catalyst poisoning.\textsuperscript{14} In another early study Matienzo \textit{et al.}\textsuperscript{15} provided vital XPS binding energies for the subsequent studies of nickel catalysts.

One of the XPS studies of supports was by Lindsay \textit{et al.}\textsuperscript{16} They described binding energy shifts between different aluminium oxide systems. Extending the quantitative arguments of Delgass, Hughes and Fadley,\textsuperscript{12} and Brinen and Melana,\textsuperscript{13} Temperé, Delafosse and Contour\textsuperscript{17} employed XPS to examine zeolites with differing silicon-to-aluminium ratios. (Zeolites are materials with potential as supports and catalysts.) Evidence of extensive surface dealumination was found as the bulk silicon-to-aluminium ratio increased. Changes in the oxidation state of a cerium cation were also detected by monitoring the changes in the Ce 3d binding energies.

Additional studies of the Co–Mo–S–Al\textsubscript{2}O\textsubscript{3} catalyst system were presented by Armour \textit{et al.},\textsuperscript{18} who found that sulphiding reduced the binding energies of molybdenum and cobalt. The same system was studied by Cannesson and Grange\textsuperscript{19} who used XPS data to postulate, for the first time, the presence of Mo\textsuperscript{5+} as well as MoS\textsubscript{2}.

Although the XPS-catalysts studies mentioned above and the others published between 1970 and 1975 were individually quite informative, collectively they confirmed the arguments of Yates and Madey\textsuperscript{2,3} (and reiterated by McCarroll\textsuperscript{5}) that the situation in 1975 was one of, as yet, unrealized promise.

\section*{8.2 Fundamentals of Electron Spectroscopy—As Applied to Catalysis}

\subsection*{8.2.1 Introduction}

Most XPS studies begin with qualitative general scans and then rapidly expand to include the most intense core-level spectra. The latter often provide a wealth of quantitative and chemical information and many XPS analyses never branch beyond this stage. Very often, however, subtle changes in the composition, structure or chemistry of a system are the features of principal interest, and these changes may not 'register' in the 'common' parts of the core spectra. For this reason, other, less used and generally less well-understood, features of XPS have been tested and exploited in studies that have recently included catalytically related materials. Among the most promising of these features are XPS-induced loss, Auger and valence band spectra. All of these have been described elsewhere in this text; therefore, they are examined here only insofar as they represent novel ventures into the em-
ployment of XPS to study catalysts or catalytically related materials. In addition (and for the same reason), short statements about recent work in EELS, synchrotron radiation and pre-adsorption are included.

Before discussing these ‘finer’ points, however, it should prove instructive (and somewhat humbling) to consider the results of two recent surveys\textsuperscript{20,21} that addressed the question of accuracy and precision for both XPS and AES quantitation and binding energies.

### 8.2.2 Comparative energy and intensity surveys

A very important catalyst-related survey study was published in 1977 by Madey, Wagner and Joshi.\textsuperscript{20} It included contributions from a wide spectrum of industrial and academic XPS and AES laboratories (including that of the author). The study featured the compilation and comparison of line position and intensity measurements from ‘standard’ silica gel, alumina and NaA materials. Substantial dispersion was found in all these data (see Figure 8.1), not only when their absolute values were compared but also when several rather ingenious relative schemes (designed to eliminate random factors) were employed. The size of both the individual and collective dispersions indicated that many questions related to sample handling, charging (and its removal), quantitation and even energy scale calibration were still unanswered, particularly when non-conductive samples were being examined.

As a result of the lack of consistency in the above results, it was decided to ‘return to basics’ and examine three pure, polycrystalline, conductive metal foils of nickel, copper and gold. The dispersions registered in this study\textsuperscript{21} were substantially reduced over those reported in the first study; however, the variances in both quantitation (intensity) and binding energy were still much larger than many had anticipated. In many ways, the second study was even more discouraging than the first, since these metals have commonly been employed to calibrate most electron spectrometers. Viewed objectively, these studies have been of tremendous value to electron spectroscopists (particularly those dealing with non-conductive materials), because they have inspired a period of introspection during which the concepts of calibration and gauging have been seriously examined and practiced. Most systems are functioning with greater precision (and accuracy) because of these studies. One should still be wary, however, in accepting interpretations based on singular measurements, particularly if the crux of that interpretation hangs on small differences in line energy and/or intensity.

### 8.2.3 Novel techniques and topics

#### 8.2.3.1 XPS-induced loss spectra

Loss spectra have been both a curiosity and nuisance in ESCA since its founding by Siegbahn more than two decades ago. Initially, the appearance of
Figure 8.1 (a) Al 2p binding energy for zeolite versus Al 2p binding energy for alumina. Open circles: electron flooding; solid circles, C 1s reference. Si 2p binding energy for silica versus Si 2p binding energy for zeolite. Open circles: electron flooding; solid circles, C 1s reference. (b) XPS line energy difference plots: (1) Al 2p–Al 2s for zeolite versus Al 2p–Al 2s for alumina. (2) Si 2p–Si 2s for zeolite versus Si 2p–Si 2s for silica. (3) Al 2p–O 1s for zeolite versus Al 2p–O 1s for alumina. (4) Si 2p–O 1s for zeolite versus Si 2p–O 1s for silica. (Reproduced from Madey et al.\textsuperscript{20} by permission of Elsevier Scientific Publishing Co., Amsterdam)
these variously sized 'satellites' on the high binding energy side of the core, Auger and valence peaks were not understood. However, diligent (and sometimes contradictory) experimental and theoretical efforts gradually discerned that these secondary peaks result from a variety of diverse inelastic events that depend as much upon the speed of the ejected photo-electron as the possibility for secondary transitions. In any case, as discussed in Chapter 3, a complicated mixture of shake-up (and-off), multiplet, plasmon, band-to-band and other transitions contribute to these satellite peaks.

Detailed discussions of the physical origins of the multiplet and shake-up phenomena have been published by Fadley and others. Of all of the loss effects mentioned above, these two are probably the most understood, and are certainly the most exploited. They tend to produce prominent features in the XPS spectra of many transition metal systems. Shake-up features are being utilized in the analysis of catalyst systems, particularly where transition metal dopants are employed. A typical example was reported by Ng and Hercules during the study of a nickel–tungsten–alumina catalyst. In that study, the appearance (and disappearance) of the multiplet and shake-up satellites of nickel, as its oxidation state changes with treatment of the catalysts, was a central feature in the analyses. However, this type of analysis is not as straightforward as it may seem. Thus, its utilization during attempts to describe the Co–Mo–S–Al₂O₃ catalyst system at various stages of its treatment has led to some interesting controversies, since it appears that in some circumstances the calcogenides of certain transition metals may not exhibit any satellite spectra (or chemical shifts), even when the corresponding oxides of the same oxidation state exhibit dramatic satellites and shifts.

The use of XPS satellite spectra as a means for chemical analysis has recently been expanded by the present author to include the relatively weak loss lines exhibited by a number of 'ceramic' (support-type) oxides, e.g. Al₂O₃, SiO₂ and other materials that might loosely be described as wide-band gapped semi-conductors.

Beginning with a series of indium compounds, it was demonstrated that: (a) finite (albeit small), reproducible loss lines can be generated for most systems with a non-zero band gap (see Figure 8.2); (b) for a series of compounds with common cation (e.g. indium) or anion (e.g. antimony) these loss lines are shifted from one another by an amount that generally exceeds that of the corresponding (Siegbahn) chemical shift by as much as several electronvolts (see Table 8.1); (c) despite their small size, these loss lines are often detectable for mixed systems; (d) quantum mechanical analyses of the causes of these loss lines reveal that they are primarily caused by intrinsic (hole) and extrinsic (photo-electron) induced excitation of the surrounding valence band plasma with some (often significant) perturbations due to band-to-band and other non-collective effects; and (e) despite their origin in the final (hole) state of the system, it has been demonstrated theoretically and
Figure 8.2  In 3d loss spectra for: (a) $\text{In}^0(A)$, $\text{InN}(B)$ and $\text{In}_2\text{O}_3(C)$ and (b) $\text{InSb}$. (After Barr et al.$^{31}$)

experimentally$^{32}$ that the splitting of these loss lines from their principal (no-loss) peaks is independent of the Fermi edge (charging) of the material and is, to first order, also independent of relaxation effects. These loss splittings are, in fact, dependent upon rather simple parameters of the emitting systems (e.g. the valence-state electron density, etc.). Therefore, the differences between the splitting of sets of loss lines (loss shifts) are often chemical shifts that may be
Table 8.1  Identified loss lines (relative to their corresponding principal XPS peaks) for selected In systems, in electronvolts

<table>
<thead>
<tr>
<th></th>
<th>In⁰</th>
<th>InSb</th>
<th>InN</th>
<th>In₂O₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(3d⁵/₂)₁</td>
<td>443.9</td>
<td>444.1</td>
<td>444.3</td>
<td>444.85</td>
</tr>
<tr>
<td>ln(3d³/₂)₂</td>
<td>451.3</td>
<td>451.5</td>
<td>451.7</td>
<td>452.3</td>
</tr>
<tr>
<td>S₁</td>
<td>—</td>
<td>—</td>
<td>11.1</td>
<td>13.2</td>
</tr>
<tr>
<td>B₁</td>
<td>11.5</td>
<td>13.3</td>
<td>15.5</td>
<td>18.5</td>
</tr>
<tr>
<td>S₂</td>
<td>8.2</td>
<td>—</td>
<td>11.4</td>
<td>13.5</td>
</tr>
<tr>
<td>B₂</td>
<td>11.8</td>
<td>13.3</td>
<td>15.8</td>
<td>18.8</td>
</tr>
<tr>
<td>B₁ × S₁</td>
<td>20.1</td>
<td>26.5</td>
<td>26.5</td>
<td>31.9</td>
</tr>
<tr>
<td>2 × B₁</td>
<td>23.1</td>
<td>26.4</td>
<td>30.9</td>
<td>37.2</td>
</tr>
<tr>
<td>2 × B₂</td>
<td>23.2</td>
<td>26.2</td>
<td>31.2</td>
<td>37.5</td>
</tr>
<tr>
<td>3 × B₁</td>
<td>—</td>
<td>40.4</td>
<td>46.3</td>
<td>—</td>
</tr>
<tr>
<td>3 × B₂</td>
<td>35.2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

S – probable surface plasmon, B – probable bulk plasmon.

Figure 8.3  Representative XPS-induced loss spectra for Al 2s for (a) Al₂O₃ on Al⁰, (b) mixed Al₂O₃–Al⁰ system and (c) Al⁰ with less than one monolayer cover of Al₂O₃. (After Barr²⁸)
### Applications of Electron Spectroscopy to Heterogeneous Catalysis

#### Table 8.2 Identification of probable loss lines in Al$_2$O$_3$–Al$^0$ system

<table>
<thead>
<tr>
<th>Source of photo-electron</th>
<th>Site of loss transition</th>
<th>Type of loss transition</th>
<th>Separation from Al lines in Al$_2$O$_3$</th>
<th>Separation from Al lines in Al$^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$ Al$^{2p}$</td>
<td>—</td>
<td>—</td>
<td>0.0 (75.5)</td>
<td>0.0 (72.9)</td>
</tr>
<tr>
<td>$P_2$ Al$^{2s}$</td>
<td>—</td>
<td>—</td>
<td>0.0 (120.4)</td>
<td>0.0 (118.0)</td>
</tr>
<tr>
<td>0 Al$^{10}$</td>
<td>Al$^{10}$ surface</td>
<td>S</td>
<td>9.1</td>
<td>11.5</td>
</tr>
<tr>
<td>1 Al$_2$O$_3$</td>
<td>Al$^{10}$ surface</td>
<td>S</td>
<td>11.1</td>
<td>13.5</td>
</tr>
<tr>
<td>2 Al$^{10}$</td>
<td>Al$^{10}$</td>
<td>B</td>
<td>13.5</td>
<td>15.9</td>
</tr>
<tr>
<td>3 Al$_2$O$_3$</td>
<td>Al$^{10}$</td>
<td>B</td>
<td>16.0</td>
<td>18.4</td>
</tr>
<tr>
<td>4 Al$^{10}$</td>
<td>Al$_2$O$_3$</td>
<td>B</td>
<td>21.9</td>
<td>24.3</td>
</tr>
<tr>
<td>5 Al$_2$O$_3$</td>
<td>Al$_2$O$_3$</td>
<td>B</td>
<td>24.2</td>
<td>26.5</td>
</tr>
<tr>
<td>6 Al$_2$O$_3$–Al$^{10}$</td>
<td>Al$^{10}$/interface B X S/S X S</td>
<td>27.1</td>
<td>29.5</td>
<td>31.9</td>
</tr>
<tr>
<td>7 Al$^{10}$</td>
<td>Al$^{10}$</td>
<td>2 X B</td>
<td>29.5</td>
<td>31.9</td>
</tr>
<tr>
<td>8 Al$_2$O$_3$</td>
<td>Al$^{10}$</td>
<td>2 X B</td>
<td>31.9</td>
<td>34.3</td>
</tr>
</tbody>
</table>

S – surface emission  
B – bulk emission  
Loss splittings (Primarily plasmon)  

$W_S = \frac{W_B}{\sqrt{2}}$

employed to assist in differentiating between systems in much the same way as the original (Siegbanh) chemical shift. This has been done, for example, to describe physical changes noted in the growth of Al$_2$O$_3$, following the exposure of polycrystalline Al$^{10}$ to room temperature oxygen. Similar features were successfully monitored during a study of the SiO$_2$–Si$^0$ interface. The key loss lines exhibited in these cases were of extrinsic (electron only) origin, indicative of the passage of the photo-electron from a sublayer through a thin overlayer. The loss transitions that occur in this case permit XPS determination of the layer morphology (e.g. Al$_2$O$_3$ on Al$^{10}$, or vice versa; see Figure 8.3 and Table 8.2) in a manner not previously possible. Such determinations may be very helpful in subsequent combined chemical–morphological studies of complicated layer systems.

#### 8.2.3.2 X-ray induced Auger spectra

As mentioned above, XPS-induced Auger spectra may also be useful in the study of catalyst systems. In the past limited, but important, practical uses have been made of these final-state relaxation effects (see the discussion in Chapter 3). The fact that these Auger lines suffer dramatic changes with changes in chemistry that are often much more distinct that the changes experienced by the corresponding photo-electron peaks has been employed in the analysis of inorganic materials and corrosion byproducts.
ponding XPS analyses of the changes experienced by species similar to the dopants (in use) on a catalyst have yet to be exploited. Potential applications of the Auger parameter (see also Appendix 4) to study catalyst supports, zeolites and related materials have recently been described in detail by Wagner and colleagues.\textsuperscript{37} This technique may provide a powerful tool for analysis of typical catalyst systems because the parameter is (to first orders) independent of the charging shift (and thus is, in this sense, similar to the loss shift). Since Auger peaks are generally quite substantial for the materials commonly employed as catalyst supports, the Auger parameter may prove to be a sensitive barometer of such hard to read effects as metals–support interaction, support sintering, etc.

8.2.3.3 XPS (and UPS) generated valence band spectra and EELS

The valence band region is often loosely defined as approximately the first 20 eV of binding energy. In this region, the principal contributions to the PES arise from the energy levels that have suffered extensive molecular (orbital) or solid (band) involvement. (Some researchers may for convenience expand this region to cover the first 50 eV.)

Very little use has been made of the XPS-generated valence band spectra to study catalysts or related systems. There have been a number of studies, on the other hand, employing UPS and synchrotron radiation sources, to examine some of the basic problems in catalysis. As an example, consider the studies of Gland, Sexton and Fisher\textsuperscript{38} in which UPS was employed in conjunction with EELS and thermal desorption to examine the interaction of O\textsubscript{2} with the Pt(111) surface. Three temperature-dependent states of interaction were observed: (a) molecular oxygen (below 120 K); (b) atomic oxygen (150–500 K) and (c) subsurface oxide (1000–1200 K). UPS data (valence band spectra) were integral parts of the final analyses of these results, providing evidence of the filling and depletion of molecular orbitals, but the vibrational information of EELS also was necessary to truly establish state formation.

A related study by Kishi and Roberts\textsuperscript{39} combined UPS with XPS to study the temperature programmed adsorption of NO by iron surfaces. Both He\textsuperscript{11} and He\textsuperscript{1} valence band spectra were reported and correlated with the simultaneous generation of (XPS) O 1\textsubscript{s} and N 1\textsubscript{s} core level peaks. In this manner, not only adsorbate characteristics but also desorption and dissociation were monitored. Molecular NO apparently adsorbs at low temperatures (\~{}85 K), whereas these units were completely desorbed at near room temperature. An uncertainty about the bonding of the NO species to iron remained, suggesting that simultaneous EELS studies (such as Gland, Sexton and Fisher\textsuperscript{38}) would probably be useful. The importance of including XPS in these studies was demonstrated by the results. Thus NO dissociation was detected, even at 85 K, by monitoring the newly emerging N 1\textsubscript{s} peak at \~{}397 eV, indicative of the
formation of Fe–N species. A variety of other studies employing some UPS have been reported. Several are described in the next section.

EELS has yet to be employed to study a commercial or simulated catalyst because of its present restriction to single-crystal substrates. It has been utilized, however, in a number of studies similar to the above described work of Gland, Sexton and Fisher. For example, Thomas and Weinberg have employed EELS and thermal techniques to examine the adsorption of NO on Ru(001). Both bridged and linear forms of adsorbed NO are indicated, as is the order of dissociation. Further useful results, particularly on non-planar surfaces, may have been obtained employing other types of electron spectroscopy.

The use of XPS-generated valence band spectra to study catalytically related materials was demonstrated by the present author in an examination of the properties of zeolites and clays. Distinctive variations in band structure were documented (see Figure 8.4) and the selective degradation of the

![Graph showing valence band spectra](image)

Figure 8.4 Representative valence band spectra (0–20 eV). (After Barr)
Table 8.3  (a) Selected band widths* in electronvolts (±0.1 eV)

<table>
<thead>
<tr>
<th>Component</th>
<th>Band width</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-Al₂O₃</td>
<td>9.1</td>
</tr>
<tr>
<td>NaA</td>
<td>9.1</td>
</tr>
<tr>
<td>CaA</td>
<td>9.2</td>
</tr>
<tr>
<td>NaX</td>
<td>9.8</td>
</tr>
<tr>
<td>CaX</td>
<td>9.8</td>
</tr>
<tr>
<td>NaY</td>
<td>10.4</td>
</tr>
<tr>
<td>CaY</td>
<td>10.1</td>
</tr>
<tr>
<td>SiO₂</td>
<td>10.4</td>
</tr>
</tbody>
</table>

*Based upon widths at half band height.

(b) Reduction in band widths for selected materials, in electronvolts (±0.1 eV), following sputter etching

<table>
<thead>
<tr>
<th>Component</th>
<th>Band width</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂</td>
<td>0.1</td>
</tr>
<tr>
<td>NaY</td>
<td>0.3</td>
</tr>
<tr>
<td>CaY</td>
<td>0.3</td>
</tr>
<tr>
<td>Bentonite</td>
<td>0.3</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>0.7</td>
</tr>
<tr>
<td>Catapal</td>
<td>0.7</td>
</tr>
<tr>
<td>γ-Al₂O₃</td>
<td>0.8</td>
</tr>
<tr>
<td>NaA</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Zeolites was monitored through these spectra (see Table 8.3), thus permitting differentiating of these materials.

8.2.3.4 Photo-electron spectra generated from synchrotron radiation sources

Synchrotron radiation sources for photo-electron spectroscopy provide a number of advantages that may have utility in catalyst studies. For example, Miller et al.⁴² have used the expansive variable energy range to locate the 2p and 2s levels of chemisorbed oxygen on Pt6 (111) × (100) crystal. Enhanced coverage with increased temperature is shown despite the lack of 'true' oxide formation. These arguments are also useful in studies of the adsorption of water and carbon monoxide as precursors to their oxidation (see below).

8.2.3.5 Pre-adsorption

Pre-adsorption, particularly of ambient, reactive gases, may markedly modify the results attributed above to metals. Platinum, for example, is assumed to
suffer relatively easy reduction to P\textsuperscript{0} (in flowing H\textsubscript{2}) and this may promote catalytic processes on the surface of a dispersed phase of this element. This may, in fact, not be the case since it appears that all surfaces, even in rather pristine environments, adsorb some O\textsubscript{2}, and even when no oxide growth is suspected there may still be oxygen involvement. In fact, McCabe and Schmidt\textsuperscript{43} have demonstrated that oxygen-covered planes of Pt(110) are distinctly more reactive to H\textsubscript{2} + CO than Pt\textsuperscript{0}. These studies utilized AES to assist in confirming the oxide layers and densities.

8.2.4 Chemisorption and basic catalysis studies

As pointed out in the introduction, an appreciation of the development of this area is very useful in any attempt to understand applied catalytic surfaces. A number of extensive reviews have already been published dealing with the application of electron spectroscopy to chemisorption and basic catalysis. These reviews are far too extensive to warrant repeating them in this chapter. The interested reader is advised to examine the articles by Brundle and Todd,\textsuperscript{44} Gomer,\textsuperscript{45} Robers and McKee,\textsuperscript{46} Somorjai\textsuperscript{47} (and references therein) in order to gain an appreciation of these developments. Several recent basic studies that this author feels to be of particular interest to applied catalysis are:

(a) The investigations by Madix\textsuperscript{48-51} of a common reactant, formic acid, adsorbed onto various different metal surfaces permitting the detection of intermediates and subsequent suggestions of mechanisms. The concept of a ‘pressure gap’ as proposed by others was also challenged by Madix.

(b) Roberts and associates\textsuperscript{52-54} studied the ability of various transition metals to adsorb and dissociate N–O. XPS results were key ingredients in detect-

<table>
<thead>
<tr>
<th>Dissociation</th>
<th>Molecular</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>V</td>
</tr>
<tr>
<td>Zr</td>
<td>Nb</td>
</tr>
<tr>
<td>Hf</td>
<td>Ta</td>
</tr>
</tbody>
</table>

Figure 8.5 Carbon monoxide reactivity pattern at 290 K; dissociative chemisorption occurs to the left of the heavy line. With iron, dissociation is comparatively slow at this temperature, and so is a borderline case. (Reproduced from Roberts\textsuperscript{54} by permission of Academic Press Inc.)
ing patterns that lead to predictions of periodic behaviour based upon the electronic properties of transition metals (see Figure 8.5).

(c) White and associates\(^{55-63}\) recently employed Auger as one of the tools in their studies of the reaction(s) of CO + O\(_2\) on platinum and palladium.

(d) Burns and colleagues\(^{64-66}\) have also conducted similar AES studies and developed mechanisms for SO\(_2\) + CO on platinum.

(e) Ertl \textit{et al.}\(^{67}\) have provided a detailed analysis of the mechanism for the production of NH\(_3\) from N\(_2\) and H\(_2\) on iron. Langmuir–Henschel kinetics were proposed for the rate determining process based upon adsorbed atomic (N + H) species.

8.3 Electron Spectroscopy and Applied Catalysis

8.3.1 Recent reviews related to this subject

An interesting review of applied heterogeneous catalysis and its interface with surface science was published in late 1975 by Boudart.\(^{68}\) This contribution was similar in scope to that of Fischer\(^{4}\) (see above) and in many ways the former superseded the latter.

Several informative reviews dealing specifically with the application of electron spectroscopy to catalysis have also recently been published. Two of the more illuminating are those of Brinen\(^{25}\) and Briggs.\(^{69}\) Both articles deal primarily with applications to applied catalysis and they are particularly interesting because of their unique points of view and the examples chosen.

All of Brinen’s examples\(^{25}\) were of supported catalysts. The nature of the resulting support is a feature of paramount concern, as was demonstrated in the aforementioned study of rhodium (a relatively inactive dopant) on carbon, where carbon was apparently chosen because many of its physical properties could be varied in a controlled manner.\(^{13}\) The Brinen review\(^{25}\) also contains an extensive discussion of the Co–Mo–S–Al\(_2\)O\(_3\) catalyst, the most extensively reported catalyst system in the XPS literature. This system seems to exhibit easy to measure, but hard to interpret, changes in quantitation, layering and oxidation state (see Section 8.3.5.3 below).

Briggs,\(^{69}\) on the other hand, began his study by describing what he refers to as the three ‘essential’ aspects of XPS studies of catalysts: (a) deactivation, (b) quantitation and (c) catalyst modelling (i.e. derivation of structure/property relationships). Three examples are provided in each of these areas, but only one was of a supported catalyst. Of all the points considered, Briggs finds dealing with catalyst modelling to be the most important, but as he points out in this example it is, at present, the least understood.

Another review by Kelley\(^{70}\) was not exclusively intended for catalysis, but it contained vital catalytic implications because it dealt extensively with surface-to-bulk ratios and surface segregation. Many applied catalysts are
bi- and trimetallic systems where one of the metals (or its oxide) commonly acts as the primary catalytic agent (for hydration, dehydrogenation, oxidation, etc.), whereas the other metals (or oxides, sulphides, etc.) function primarily as promoters or attenuators or in some other manner modify the activity of the former metals. Many researches suspect that these multimetallic systems exist in the functioning catalyst in alloy or cluster forms on their supports. Kelley’s article addresses, in a collective sense, both empirical and experimental methods for determining (and continuously monitoring) the state of mixing of the various species (on the surface). TEM and ion spectroscopies, as well as UPS and AES methods, were described. In a later extension of these arguments Kelley also described the application of XPS to these problems.

8.3.2 Problems and techniques in the application of electron spectroscopy to catalysis

8.3.2.1 Introduction

The two major areas of uncertainty in the use of electron spectroscopy to study supported catalyst systems are the techniques employed to determine chemistry and quantitation. Interestingly, these features seem to have been treated with reasonable success in individual laboratories, but universally accepted procedures, particularly for detecting binding energy shifts indicative of changes in chemistry, do not yet exist (see the survey results discussed above in Section 8.2.2). The primary reasons for the lack of consensus in these areas would seem to be the inability to fix the binding energy zero (charge shifting problem) and the inhomogeneity that characterizes many catalysts and often destroys the previously described statistical nature of electron spectroscopy. For brevity, the following discussion of these points concentrates upon their effect on XPS results, although many of the arguments apply equally well to AES.

8.3.2.2 The charge shift problem and energy referencing

The surface chemistry of both the support and the dopants in a catalyst have generally been studied with XPS. As mentioned above in the discussions of the general features of electron spectroscopy, there are two principal problems in applying this type of analysis to catalysts: (a) the dopants are often so dilute that it is very difficult to detect any chemical change (this feature is discussed in more detail in the subsequent sections dealing with dopant chemistry) and (b) the binding energies of the generally non-conductive support materials are difficult to fix because of the charge shifting problem (see Appendix 2 and Figure 8.6 a and b). As described elsewhere in this text, the
Figure 8.6  Examples of electron flood gun treatment of XPS charging shifts of O 1s lines. (a) SiO$_2$—note the substantial size of the flood gun off shift. (b) NaA—note small size of charge shift.

morphology, as well as the composition of systems, plays a major role in the size of the resulting charge shift. In addition, the separate complication of differential charging may arise. The latter problem is difficult to handle, particularly if one employs the common practice of fixing the binding energy scale against a specific value for one of the atoms in the support, and then
referencing all dopant binding energies against that value. None of these
difficulties have been solved or eliminated in the general sense, but the fol-
lowing description may, at least, provide useful insight and suggestions.

The general problem of the charging shift has recently been reviewed and
carefully defined by Lewis and Kelly. Wagner and Windawi and Wagner
have also described charging, and have demonstrated how the homogeneity
of materials affects this problem. Windawi has also described some aspects
of how a lack of homogeneity may lead to differential charging.

These ideas have recently been extended in a presentation by this author,
wherein the causes of differential charging were defined and models con-
structed based upon a variety of morphological units composed of two species
of distinct charging characteristics. In this work, it was shown that even when
a dopant is contiguously mixed (dispersed) into a support, that dopant may
experience some form of differential charging. Also demonstrated in this
work and that of Lewis and Kelly was the fact that the charging shift is only
part of the referencing problem. The other part results from the ‘floating’
(lack of coupling) of the Fermi edge of many materials off the Fermi edge of
the spectrometer due to a lack of thermal equilibrium. This feature occurs for
non-conductive samples and for conductive materials insulated from the spec-
trometer. If this occurs, the XPS binding energies registered against the zero
(Fermi edge) of the spectrometer are not valid. Thus binding energies real-
ized for catalyst dopants are not only shifted through charging (inherent, for
example, to the ‘chemistry’ of the support oxide), they are also shifted to a
greater or lesser degree due to this ‘floating Fermi edge’. All of these effects
depend upon the morphological conditions of the system. Some specific
examples and models are indicated in Figures 8.6 and 8.7.

These problems have resulted in the examination and implementation of a
variety of procedures for removing the charging shifts and determining valid
binding energies. Unfortunately, none of these procedures are universal
panaceas. The most commonly employed techniques seem to be:

(a) As mentioned above, the binding energies of certain peaks for key ele-
ments in the support, e.g. Al 2p in Al2O3, have been assumed to have a
fixed value, no matter what the status of the system. Sometimes this
approximation is acceptable; however, there are also times when it may
negate the determination of such important features as metals-support
interactions. In general, it has been described by the present author as an
oversimplification that is often incorrect.

(b) To circumvent the above-mentioned difficulty, many authors have sug-
gested that the C 1s peak produced by adsorbed, adventitious carbon
could be assigned a fixed value, e.g. 285.0 eV, and all other binding
energies could be referenced to it. The assets and problems with this
procedure have been recently reviewed by Swift, who advised a great
\[ E_{B_M} = h\nu - \phi_s - (\phi_{sp} - \phi_s) - E_{KE} \]
\[ E_{B_1} = h\nu - \phi_{sp} - E_{KE} \]
\[ E_{B} = E_{B_M} \] Due to thermal equilibrium (Fermi level coupling)
\[ \therefore E_{B} = h\nu - \phi_{sp} - E_{KE} \]
Spectrometer factors Measured

(a)

Sample 1 (with charge shift)
\[ E_{B_M} = h\nu - E_{KE} - \phi_{sp} \]
\[ E_{B_1} = h\nu - E_{KE} - \phi_s + \phi \]
\[ E_{B_1} - E_{B_M} = \phi_{contact} + \phi \]

(b)
deal of caution in employing this technique. This procedure has also been analysed in this laboratory,\textsuperscript{38,77} where it has been concluded that many practioners have failed to grasp the significance of the two, independent, but interrelated problems mentioned above, i.e. the charging shift and the lack of Fermi edge coupling between the spectrometer and the sample. Because of the complexity of the interrelationship of these effects with respect to (i) the support, (ii) the dopants and (iii) the adventitious impurities (such as carbon), it is suggested that it may be necessary to try to first remove the charging shift separately (perhaps with a weak current of electrons, see below) before tackling the Fermi edge problem and fixing the binding energy scale as, for example, against a value for the C 1s line. It must be noted, however, that even for the latter procedure to work, all identified species must be contiguous to the carbon employed as a reference. Otherwise differential charging and inaccurate binding energy referencing will result.

(c) Removal of the charging shift through application of an electron flood gun is another procedure often employed to attempt to produce valid binding energies for materials such as supported catalysts (see Figure 8.6). However, as pointed out by Windawi\textsuperscript{76} and amplified by Barr,\textsuperscript{77} this procedure will not work for discontiguous systems that produce differential charging, even if it does succeed for most contiguous systems. Further, as described by Lewis and Kelly\textsuperscript{73} and amplified above, removal of the charging shift of a contiguous system does not in itself promote Fermi-level coupling. This means that either determination of the sample work function, forced Fermi edge pinning\textsuperscript{79} or binding energy referencing (as described above) are still necessary to achieve valid binding energies.

(d) A fourth procedure of circumventing the charging problem and establishing useful (and perhaps valid) binding energies, for materials like supported metal catalysts, involves the use of parametric features of the total spectrum that are independent of both the charging shift and the floating Fermi edge problem. Several such parameters exist, and each seems to have individual, but perhaps limited, merit. One method is the Auger parameter (described in more detail elsewhere in this book). This technique permits the registration of a characteristic value for each system (based on the splitting of the principal photo-electron and Auger peaks)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8_7.png}
\caption{Energy level diagrams for the XPS experiment. (a) Conductive sample in Fermi level contact with spectrometer. Original Siegbahn experiment. (b) Semiconductor or insulator sample 1, showing charging $\Psi$ and its removal. Note lack of Fermi level coupling. $\phi_{\text{ox}}$ is the energy needed to remove $\Psi_1$ (the outer potential or charging shift) and bring the electron from the sample vacuum level to the spectrometer vacuum level. Note that, for simplicity, this energy is assumed not to affect $\phi_{\text{S1}}$ or $E_{\text{B1}}$.}
\end{figure}
that exhibits many of the features of a chemical shift, but is independent (to first order for contiguous materials) of the charging shift and floating Fermi edge. The procedure was introduced by Wagner 17 and has recently been extended and expanded upon by Castle and West. 80 In a paper that is particularly important to those interested in catalyst supports, Wagner et al. have extended the procedure to cover a number of oxygenated compounds of aluminium and silicon. 81

Another parametric procedure of potential utility is the generation of XPS-induced loss spectra as described earlier in this chapter. 29,30,31 Successful application of this technique to SiO₂, 28 Al₂O₃ 32 and zeolites 28 has been described elsewhere. In these studies it was demonstrated that the loss shifts could not only assist in chemical but also morphological determinations. To first order, these loss shifts depend only on the electronic properties of the emitting material and are also independent of the status of the Fermi edges.

During considerations of the rectification of the problems associated with the charging shift, it is often forgotten that like many problem areas some very useful side-effects may arise. For example, it has been demonstrated 28 that through knowledge of the presence, size and response of a charge shift (and/or the disparity in Fermi edges) to an electron flood gun, one may be able to provide a quasi-microscopic description of the surface (and sometimes sub-surface). This is achieved by empirically relating the experimental results to the appropriate model. 77

8.3.2.3 Quantitative analysis of catalyst surfaces

A number of papers have been published dealing specifically with the subject of the use of XPS to determine the quantitation of catalyst surfaces. The results indicate, however, that additional fundamental work is needed.

The basic concepts of XPS quantitation have been discussed in Chapter 5. Catalyst surfaces present a number of particular problems because of the inhomogeneities that often occur (e.g. multiple phases, lateral composition variations, crystallite growth and particulate clustering, etc.). An early assessment of the homogeneous case and some of these inhomogeneities was presented by Brinen. 25 In addition, Scharpen 82 provided an excellent account of how the lack of dispersion of platinum on SiO₂ may complicate the interpretation of quantitative results. Since then several models have been developed specifically designed to describe the dispersion problem, i.e. when one phase (e.g. a dopant) is poorly dispersed into another (e.g. a support), as well as the effects of support porosity. Space limitations do not permit a description of these models; the interested reader is therefore directed to the original dispersion studies of Angevine, Vartuli and Delgass, 83 Kerkhof and Moulijn, 84 and Windawi and Wagner 75 for details. Fung 85 has added factors to these
models designed to account for specific shape variations in the undispersed phase. The recent ideas of Nefedov and others\textsuperscript{86,87} related to the effect of elastic scattering on quantitation should also be considered.

### 8.3.3 Platinum metal catalysis

#### 8.3.3.1 Studies of 'molecular state' catalysis by Somorjai

Before describing the application of electron spectroscopy to applied platinum metal catalysis, it should prove instructive to examine the efforts of Somorjai and colleagues. This work was carried out primarily on platinum metal single crystals and was designed to delineate some of the basic aspects of many reforming-type reactions. Of all the basic examinations designed to simulate applied catalysis, these provide perhaps the closest match. Most of these studies utilized various aspects of surface science as their principal modus operandi, with LEED (and recently EELS) playing the primary role. Conventional electron spectroscopy has also been utilized, particularly AES. (XPS has recently seen increasing use.)\textsuperscript{88} In these investigations, Somorjai and associates have attempted to relate certain aspects of metals catalysis to the reactive behaviour of a variety of key organic gases on variously construed faces of (primarily) platinum single crystals. No supports, in the classic sense, were employed; thus, the crystal faces of platinum must not only function as catalyst reactants but also provide the adsorbent sites. The five principal variables monitored in most of these studies were: (a) the type of organic reactants and products; (b) the surface faces (with special cuts to produce terraces, steps and kinks); (c) the temperature (reactions were monitored between 75 and 550 K); (d) the pressure $P$ of the gases, where $10^{-4} < P < 100$ atmospheres (the upper limit represents the use of a special high-pressure apparatus); and (e) the various extents and locations (on the single-crystal faces) of retained carbon byproducts of the reactants listed in (a). The time of attachment of these carbonaceous layers was also monitored.

Somorjai and colleagues have discovered that (under the conditions employed) the most common reactions of alkanes and olefins (dehydration, cyclization, isomerization, hydrogenolysis, etc.) seem to prefer the sites (on Pt metal single crystals) of high Miller indices (low symmetry).\textsuperscript{89} Thus, relatively low temperature chemisorptions and reactions that do not occur, for example, on the (100) faces will occur with relative ease on the (111) face, particularly if steps and kinks are present. In fact, Somorjai and associates have discovered that the above-mentioned bond breaking and rearrangement processes occur selectively at these sites. This means that different single-crystal faces of platinum provide the two key ingredients of a good catalyst, i.e. (a) the energetics needed to activate a reaction and (b) the selectivity needed to promote one reaction over several competing processes.\textsuperscript{8}
The patterns exhibited by the above-mentioned surface faces were determined by LEED. The qualitative and quantitative characteristics of the adsorbed species were adjudged by AES, and the reactants and products were evaluated by transport techniques.\textsuperscript{90} As mentioned above, high pressure studies were made possible through the use of a unique UHV system with a built-in high-pressure cell.\textsuperscript{90}

In particular, the Pt(111) face was found to be much more reactive for dehydrocyclization than the Pt(100) face.\textsuperscript{91} In addition, it was postulated that the hydrogenolysis reaction occurred preferentially on kink sites of the Pt(111) face, whereas dehydrocyclization seems to prefer the step sites of that face.\textsuperscript{92} These features were summarized by Somorjai and Zaera in a recent review article.\textsuperscript{93} In that publication, representations were presented of the various sites for these reactions (Figure 8.8) and the relative activities and selectivities for each (see Figure 8.9).\textsuperscript{93} Note that the number of platinum atoms located on the terraces (above the steps and kinks) also plays a part.

It was also determined that these reactions are catalysed in the presence of thin, ordered layers of carbonaceous byproducts.\textsuperscript{94} A thick, amorphous layer

![Figure 8.8](image-url)  
*Figure 8.8 Idealized atomic surface structures for the flat Pt(111) and Pt(100), the stepped Pt(755) and the kinked Pt(10,8,7) surfaces. (Reprinted with permission from Somorjai and Zaera\textsuperscript{93}. Copyright 1982 American Chemical Society)*
of this 'coke', on the other hand, seemed to poison (block) the catalyst sites, particularly when the carbon has lost its mobility. Similar observations have been made by other surface scientists studying related reactions. Employing rather elaborate $^{14}$C studies, Somorjai and colleagues have been able to extend this thesis to include the proposed states of degradation (sequential dehydrogenation) of these carbonaceous deposits. From this argument, models have been constructed of catalytically active, mobile $\text{C_2H}_4$ units, that with further heating or use become immobile as $\text{C}_2\text{H}$ on top of the former species. Finally adsorbed, graphite clumps begin to grow and the rates of all reactions seem to decrease exponentially with the concentration of this species. Figure 8.10 (a), (b) and (c) is a pictorial rendition of these carbon deposit effects.

It has also been shown that selective insertion of certain metals (e.g. tin) may prevent hydrogenolysis and thereby enhance dehydrocyclization. This may be accomplished through the blockage of kink sites by the tin and its extraction of electrons from the corners, thus activating steps. These fea-
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Figure 8.11  Activity and selectivity changes for \( n \)-hexane conversion as a function of gold coverage in the gold–Pt(111) alloy system. (Reprinted with permission from Somorjai and Zaera\(^\text{93} \). Copyright 1982 American Chemical Society)

structures may relate to those that are attributable to the bimetallic catalysts which are needed to produce higher octane gasoline. Recently Sachtler et al.\(^\text{99} \) have attempted to further bridge the gap between these single-crystal catalysts and the bimetallic area. Layering structures of gold on platinum single crystals (and vice versa) were examined. In addition to some reconstruction, it was noted that gold on Pt(100) noticeably enhanced the rate of the dehydrogenation of cyclohexane to benzene. Further gold on Pt(111) seemed to enhance isomerization of \( n \)-hexane (at 575 K), whereas dehydrocyclization and other reactions were retarded by this gold layer\(^\text{100} \) (see Figure 8.11).

Figure 8.10  (a) Fractional concentrations of uncovered platinum surface sites determined by CO adsorption–desorption as a function of surface carbon coverage on the (100), (111) and (13,1,1) platinum surfaces. A comparison is made between the CO uptake determined following \( n \)-hexane reaction studies and CO uptake determined when CO was coadsorbed with 'graphite' surface carbon. (b) Composition and reactivity of ethylene-\(^{13}\)C chemisorbed on Pt(111) at temperatures between 20 and 370 °C: the irreversibly adsorbed fraction determined by radiotracer analysis displays an excellent correlation with the average hydrogen content (H/C) of the strongly adsorbed species. (c) Model for the working surface composition of platinum reforming catalysts. (Reprinted with permission from Somorjai and Zaera\(^\text{93} \). Copyright 1982 American Chemical Society)
The effects of several additional reactants including oxygen, have recently been described. Pre-oxidation was shown (by AES) to alter the rates of the aforementioned reactions, enhancing the dehydrogenation, apparently because the strongly bonded oxygen changes the electronic structure of the Pt(111), in or around the kinks.\textsuperscript{101}

Somorjai and Zaira\textsuperscript{93} have also recently expanded these types of studies to include another platinum metal, rhodium. They particularly designed their experiments to try to delineate effects realized through changes in the oxidation state of that metal. In this case, EELS was employed along with AES to study the reduction of NO by CO over Rh(331) (a reaction of interest in air pollution chemistry).\textsuperscript{102} The NO dissociates, apparently producing an

---

Figure 8.12  (a) Surface structure sensitivity of iron-catalyzed ammonia synthesis. (b) Idealized atomic structure for the low-index planes of iron: Fe(100), Fe(111) and Fe(110). Reprinted with permission from Somorjai and Zaira\textsuperscript{93}. Copyright 1982 American Chemical Society)
adsorbed oxygen atom intermediate. In addition, Watson and Somorjai\textsuperscript{105} have employed XPS as well as AES to study the hydrogenation of CO over rhodium catalysts (reactions of interest in Syn Gas technology). XPS indicated that Rh\textsuperscript{0} produced mainly alkanes and olefins, whereas to get aldehydes and other oxidized products, Rh\textsubscript{2}O\textsubscript{3} was needed. However, anhydrous Rh\textsubscript{2}O\textsubscript{3} easily reduced to the metal retarding the oxidation reactions. Hydrated Rh\textsubscript{2}O\textsubscript{3}, on the other hand, was only partially reduced during the process, producing patches of the oxide and metal. In a recent extension of this study it was discovered that LaRh\textsubscript{3} stabilized the reactant, producing almost exclusively oxidized products. Rh\textsuperscript{+1} seemed to be a probable intermediate.\textsuperscript{104} Efforts employing EELS to extend these studies to include rhodium supported on Al\textsubscript{2}O\textsubscript{3} have recently been initiated.\textsuperscript{105}

The development of the combined low-high pressure chamber, described above, has also permitted studies of other important chemical reactions over non-platinum metal crystals. For example, AES and the above-mentioned chamber were employed to examine the use of iron as a catalyst to generate NH\textsubscript{3} from N\textsubscript{2} and H\textsubscript{2} at 798 K and 20 atmospheres.\textsuperscript{106} The reaction was found to dramatically favour the Fe(111) face over the Fe(100) and Fe(110) faces (see Figure 8.12).

Somorjai, in his recent review, speculated on how the above information may lead to commercial versions of ‘high technology molecular catalysts’. This vision may be somewhat premature, but future practical utility of these ideas seems certain. In the meantime, one cannot help but be fascinated by the wealth of information, particularly the selective promotion of reactions on low symmetry sites, and the staged promotion followed by poisonous behaviour of the developing coke layers.

8.3.3.2 Introduction to modern platinum metal catalysis

The use of platinum as a catalyst has existed for many years, but it was not until the discovery of the reforming process by Haensel of UOP\textsuperscript{107} that the special catalytic status of platinum became apparent. The system gradually evolved into one in which platinum in the form of a complex was placed on a high surface area support, often γ-Al\textsubscript{2}O\textsubscript{3}.\textsuperscript{108} This system was subsequently reduced, apparently generating microscopic Pt\textsuperscript{0} particles, extensively dispersed over the alumina. The Pt\textsuperscript{0} units were so tiny that they could not be detected with conventional X-ray diffraction.\textsuperscript{109} This system was often augmented with halide ions to promote the acidity of the alumina, thus making a bifunctional catalyst, suitable for the selective promotion of the dehydrocyclization reactions needed to enhance the octane number of high-performance gasolines.\textsuperscript{108,109} This system, in slightly modified form, also found utility in the rapidly growing petrochemical industry, particularly as a dehydrogenation catalyst to generate olefins.\textsuperscript{108} Thus, by the mid-1960s platinum
metal catalysis for high-octane gasoline production (reforming), petrochemicals and even modified oxidation purposes was a major separate branch of catalysis. The reforming system was not without its shortcomings, however, as it tended to lose activity and selectivity if called upon to refine low quality crudes at low pressures and high temperatures.\textsuperscript{109} Therefore, even before the science of the platinum-only catalyst was understood, catalyst scientists and engineers were experimenting with additional dopants to improve the system. Out of these efforts, in the later 1960s came bimetallic catalysis.

Many of the most important applied catalysts are multimetallic systems whose functionality has been attributed by some to alloying.\textsuperscript{71} This is particularly true for the Group VIII–1B system, where the former is the catalytic species and the latter functions as a modifier. It was postulated that the selective behaviour of these catalysts depends as much upon the number of `contiguous surface sites' as their composition.\textsuperscript{110} Thus, for example, bimetallic systems are postulated to behave in one way, if they may be loosely configured as \(-A-B-A-B-A-\) (where A represents the Group VIII species and B the Group 1B component) and in another way if they may be configured as \(-A-B-A-B-A-A-B-A-\).\textsuperscript{111} The former, totally dispersed system, seems to favour the fissure or establishment of \(-C-H\) bonds, while the latter (A clustered environment) tends to promote severance and/or rearrangement of the \(-C-C\) bond.\textsuperscript{71,111} Stated in another way, it is apparent that contiguous, relatively large clusters of a Group VIII element (e.g. platinum) will promote reactions that may lead to coking-type processes that rapidly deactivate the catalyst, whereas catalysts composed primarily of microcrystallites of platinum (separated from each other by the alloying (?) of Group 1B elements or such elements as rhenium) seem to experience largely dehydrogenation.\textsuperscript{71,108} The support for these bimetallic `alloys' (generally alumina) may also provide acidic sites that may separately promote selective cyclization (aromatization).\textsuperscript{108} This acidity may be enhanced by halide addition and proper thermal treatment.\textsuperscript{108,112} Thus, these systems may be referred to as bimetallic–bifunctional catalysts.\textsuperscript{71} The Group 1B or VIIIB (and sometimes Group IVA) species included are often referred to as modifiers, since they promote the longevity and selectivity of the catalyst, while inhibiting (attenuating) runaway side reactions that deactivate the system.\textsuperscript{111}

It should be noted that several researchers have provided compelling studies that dispute the alloy concept in bimetallic platinum metal catalysis.\textsuperscript{113} It is their general contention that the modifiers retain positive oxidation state following reduction of the catalyst and that these species interact with the platinum in a way that prevents clustering of the latter into debilitating large crystallites.\textsuperscript{113}

The published literature on the characterization of these catalysts are extremely sparse.\textsuperscript{110} The relative amounts of the metal dopants are generally very small and the identification of the acid sites on supports has long baffled
catalyst scientists. A wide spectrum of questions has been asked about the composition, macro and micro structure, and chemical and metallurgical characteristics, before, during and after use. Electron spectroscopists, for example, have been asked to contribute information about such important features as: (a) the degree (if any) of the alloying; (b) the type and position of the acid sites; (c) the oxidation state(s) of the metals involved; (d) identification of cluster growth; and (e) the chemical and physical characteristics of the carbonaceous deposits. Very few of these questions have seemingly been answered with any success. The complicated nature of the commercial catalysts, plus their multiplicity of purpose and sparse ingredients, have led to various simulations involving non-reactive supports (e.g. SiO2) and unrealistic increases in dopants. The results, so far, have proved useful, but satisfactory detailed explanations of ‘real’ platinum metals catalysis awaits well-directed published studies on commercial systems.

The electron spectroscopic studies of platinum metal catalysis to be described are divided into five categories depending upon the principal feature being examined. Note that the concept of the platinum metal has been extended to include not only the light and heavy platinum metal triads but also the heavy coinage metals (silver and gold) and (for reforming purposes) rhenium. Copper and nickel are not included.

8.3.3.3 XPS spectra of the key elements and their oxides

There have only been a few XPS studies of platinum metals that are useful for catalytic studies. Winograd and colleagues have produced several interesting studies of platinum, palladium and silver and their oxides. A detailed study of the elemental metals, palladium, platinum and rhodium, their oxides and hydroxides was also reported by the present author. In addition, Cimino et al. have recently presented a detailed study of rhenium and its multiplicity of oxides as a preliminary study for a subsequent investigation of supported rhenium catalysts. Probably the best study of gold was contained in the aforementioned ASTM sponsored study edited by Powell, Erickson and Mady. Many of these studies are summarized along with a collection of other binding energy results recently published by the Physical Electronics Division of Perkin-Elmer.

All of these studies are of importance to catalysis because one of the chief concerns in the latter area is the possible back-and-forth changes experienced by the elemental metals and oxides during the oxidation and reduction steps commonly utilized during catalyst set-up. In addition, the effects of various degrees of air exposure must be registered. The above-mentioned study from our laboratory has demonstrated that many metals, including, to varying degrees, most of those under consideration, oxidize in O2 or air to form oxide
layers of increasing oxidation state; these, in air, terminate (passivate) in thin layers of hydrated oxides or hydroxides.\textsuperscript{117} A crude summary of the apparent ‘natural passivation’ layers formed in room temperature air for the metals in question has been presented.\textsuperscript{117} Note that platinum hardly passivates at all and that the rate (and perhaps degree) of this process is \textit{retarded, but not removed}, in moderate vacuums (e.g. 10\textsuperscript{-3} torr). These observations are therefore of importance in XPS studies of catalysts, since most are exposed to air either during their (poorly confined) use or transport to the characterization chamber. Thus, with the exception of gold (and possibly platinum), one should expect some degree of surface oxidation of all metals in a catalyst due simply to this exposure. It should be noted, however, that results obtained on metal foils such as those described\textsuperscript{117} do not necessarily transfer exactly to metals dispersed onto large surface area supports. For these reasons, care must be taken to properly interpret the true set-up and/or use the status of a catalyst, particularly when trying to adjudge the oxidation state changes of the metals involved. Contrary to the objections raised by some critics, however, these problems do not make surface analysis of these catalysts impossible, as it is often possible to avoid, ignore, remove or read out the degree of this (air-induced) oxidation. It is important to remember that the set-up, use and extraction of commercial catalysts are \textit{not} conducted under conditions that will prevent some degree of the above-mentioned air passivation. Therefore, processes conducted in the ultra-high vacuum confines of the conventional surface analysis chamber may not duplicate the corresponding status of commercial catalysts. The significance of a ‘pressure gap’, as discussed (negated) in the work of Madix\textsuperscript{49} and implied in the studies of Somorjai and Zaera,\textsuperscript{93} is therefore a significant factor in this discussion.

The most important binding energies reported in the above-mentioned studies have been listed.\textsuperscript{119} The spectra reported for the rhenium compounds by Cimino \textit{et al.}\textsuperscript{118} may be modified somewhat by the above-mentioned air exposure problem. In addition, at least two ‘types’ of the PtO species were documented in the studies of Winograd and colleagues.\textsuperscript{116} This laboratory reported only one Pt\textsuperscript{II}O, but evidence for two more ‘states’ has been found. The one with a smaller chemical shift, PtO\textsubscript{a}, possibly indicates \textit{incomplete} oxidation of Pt\textsuperscript{0}. This may have significance with respect to the ‘electron withdraw’ effect in platinum metal catalysis, as described by Clarke and Creaner\textsuperscript{115} and Burch.\textsuperscript{113}

### 8.3.3.4 XPS studies of the dopants in reforming catalysts

Several studies of simulated commercial platinum metal reforming catalysts using XPS have succeeded in providing useful information despite limitations due to the very restricted ‘visibility’ of the sparsely populated dopants and the natural inhibition provided by the oxide supports. Escard \textit{et al.},\textsuperscript{120} for
example, have employed XPS, thermogravimetric analysis and XRD to investigate the status of the surface of hexachloroplatinic acid (H₂PtCl₆), under the thermal conditions employed to impregnate a platinum metal catalyst in both air and inert atmospheres (H₂PtCl₆ is a common ‘Pt’ source in commercial catalysts). Using comparative spectral analyses, the surface species of the H₂PtCl₆ were found to suffer extensive thermal decomposition. Binding energy analysis established that this decomposition apparently produced a mixture primarily composed of Pt⁰Cl₂ and Ptⁿ⁺ interacting with adsorbed oxygen. The XRD analysis indicated that this decomposition was primarily, but not entirely, restricted to the surface. It appears, therefore, that the decomposition may have been induced in part by the atmospheric conditions and partially by the analysis beam, and although the effect is depth-limited, it should influence the resulting catalyst set-up. Czárán, Finster and Schnabel have examined the same problem but have tried to more closely simulate actual catalyst preparations by employing charcoal and aluminosilicate supports. They also observed the aforementioned decomposition (even on the two supports!) to Pt⁰ and Ptⁿ⁺ species, but they found that the extent of this process varied depending upon the status and type of support. Apparently the amount of dispersion greatly influences the degree of decomposition. They also noted that Pt(NH₃)_4Cl₂, another common platinum source for platinum metal reforming, did not decompose following exchange onto the aluminosilicate support.

Bozon-Verduraz et al. also employed XPS and ultra-violet–visible spectroscopy to study the products formed following both impregnation and subsequent oxidation and reduction of PdCl₄²⁻ onto SiO₂, TiO₂ and Al₂O₃. In this case, the authors felt obliged to use unrealistically large concentrations of the platinum metal dopant in order to facilitate XPS analysis. The principal concern was to detect metals–support interactions. In this case the PdCl₄²⁻ complex appeared to be retained in the oxidized sample. Following reduction there was evidence of a quasi-complex formed with the support (?) containing Cl⁻. They postulated this involvement because of noticeable broadening of the Pd 3d lines for the reduced catalyst. The support seemed to play an obvious, but as yet undefined, role in this complex formation. Differences were detected in the amounts of complex formed on the various supports, with Al₂O₃ exhibiting the largest amounts of the three. The system with the most ‘complex’ in the reduced form (Pd–Al₂O₃) was also found to be the most attenuated in its ability to promote oxidation of ethylene.

In a similar vein, XPS, electron microscopy and electron diffraction were employed by Griffiths and Evans to study the changes of silver particles supported on graphite during attempts to oxidize the latter species. These results were reported to show enhanced reactivity of the carbon, resulting from the production of a silver–oxygen–carbon interface. The authors denied the significance, however, of a shift in the Ag 3d spectra following reduction
that appeared to be substantial enough (to this author) to signify oxidation of the silver. In this case, as in many other related studies, charge-shifting may have played an undetermined role.\textsuperscript{28}

XPS was also utilized by Batista-Lcal, Lester and Lucchesi\textsuperscript{124} to examine the changes realized by AuCl\textsubscript{3} and other gold-containing systems when they were thermally treated, both alone and while supported on Al\textsubscript{2}O\textsubscript{3}. Heating in air to 350 °C caused a complete reduction of the Au\textsuperscript{III} to Au\textsuperscript{0}, whereas heating to 110 °C reduced most of the Au\textsuperscript{III} to Au\textsuperscript{I}. On the other hand, AuCl\textsubscript{3} supported on Al\textsubscript{2}O\textsubscript{3} at room temperature exhibited no reduction. The authors suggested that the experiments must be conducted with care, as some X-ray-induced reduction was detected.

Schipiro \textit{et al.}\textsuperscript{125} employed XPS to study the states produced by various Re\textsuperscript{VII} species doped onto SiO\textsubscript{2} and Al\textsubscript{2}O\textsubscript{3} supports. The reducibility of certain rhenium compounds on γ-Al\textsubscript{2}O\textsubscript{3} was found to be exceeded by that for the same compounds on SiO\textsubscript{2}. \textit{This was assumed by Shipiro \textit{et al.}\textsuperscript{125} to be due to the much larger metals–support interaction of Re\textsuperscript{VII} in the former (Al\textsubscript{2}O\textsubscript{3}) case. Reduction of these systems in H\textsubscript{2} at 300 °C produced an intermediate rhenium oxidation state, perhaps Re\textsuperscript{IV}. Heating both of the reduced Al\textsubscript{2}O\textsubscript{3} and SiO\textsubscript{2} supported systems in air to 400 °C seemed to reoxidize the rhenium to Re\textsuperscript{VII}. All of these features demonstrated the utility of XPS to delineate changes in electronic properties for metals dispersed over ‘active’ (Al\textsubscript{2}O\textsubscript{3}) and

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.13.png}
\caption{Line positions of the Ge 3d photo-line for (a) Ge–Al\textsubscript{2}O\textsubscript{3} and (b) Pt, Ge–Al\textsubscript{2}O\textsubscript{3} (reference: C 1s = 284.6 eV). (1) Calcined, 525 °C; (2) hydrogen-treated, 450 °C; (3) hydrogen-treated, 550 °C; (4) hydrogen-treated, 650 °C. (Reproduced from Bouwman and Biloen\textsuperscript{126} by permission of Academic Press Inc.)}
\end{figure}
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inactive (SiO₂) supports. Apparently this is a key factor in catalyst behaviour.

Very few studies have been reported in which electron spectroscopy was employed to study multimetallic platinum metal catalysts, designed to simulate present-day commercial reforming systems. Perhaps the most interesting and encompassing have originated in the Shell-Amsterdam Research Laboratories, in the groups of Sachtler, Biloen and others. Both the Pt–Ge–Al₂O₃ and the Pt–Re–S–SiO₂ systems have been investigated, but in each case the authors were forced by the ‘visibility problem’ to use substantially more metal dopants than commonly employed in the corresponding commercial systems. XPS studies of the reduced Pt–Ge–Al₂O₃ system produced Pt 4f spectra that were interpreted as resulting from electron-deficient Pt⁰. The oxidation state of germanium seemed, in this case, to be split between Ge²⁺ and Ge⁰ when the system was reduced in H₂ at 625 °C, and between Ge⁴⁺ and Ge²⁺ for reductions at 550 °C in the presence of platinum. These studies were the first detailed XPS examinations claiming evidence of bimetallic alloy formation (see Figure 8.13 and Table 8.4). Evidence was also presented apparently showing both metals diffusing into the SiO₂ support. XPS, IR and chemisorption techniques indicated that sulphur promotes the separation of the platinum atoms in the Pt–Re–S–SiO₂ alloy (?) catalyst. The authors depicted this concept as follows:

\[ \text{Pt} \rightarrow \text{Re} \rightarrow \text{Pt} \rightarrow \text{Pt} \rightarrow \text{Pt} \rightarrow \text{Pt} \rightarrow \text{Pt} \rightarrow \text{S} \rightarrow \text{S} \rightarrow \text{S} \rightarrow \text{Pt} \rightarrow \text{Re} \rightarrow \text{Pt} \rightarrow \text{Re} \rightarrow \text{Pt} \rightarrow \text{Re} \rightarrow \text{Pt} \]

Sulphide

This transformation seemed to be indicated in the changes experienced in the Re 4f XPS spectra following addition of sulphide. The authors also noted that the production and maintenance of the ‘dispersed’ platinum metal atoms seemed to ensure catalytic selectivity and stability for the reforming process. The substitution of SiO₂ for the more conventional Al₂O₃ support was done to avoid the acidity of the latter and also the interference of the Pt 4f lines by the Al 2p lines. This alteration dramatically changes the catalytic behaviour of this system from that typical of the standard commercial (Al₂O₃-supported) system because of the substantial contribution of the acidity of alumina in the function of the latter.

In the non-reforming area, Angevine and Delgass employed XPS to study a Ru–Mo catalyst on SiO₂ or Al₂O₃. This is a catalyst employed in methanation reactions. In an examination of the precursor, Ru–SiO₂ and
Table 8.4 Pt 4d<sub>5/2</sub> line positions for some reference systems* (Reproduced from Bouwman and Biloen<sup>126</sup> by permission of Academic Press Inc.)

<table>
<thead>
<tr>
<th>System</th>
<th>BE, eV</th>
<th>ΔBE&lt;sup&gt;+&lt;/sup&gt;</th>
<th>ΔBE&lt;sup&gt;‡&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal</td>
<td>314.1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>PtO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>318.0</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;PtCl&lt;sub&gt;6&lt;/sub&gt;</td>
<td>317.5</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>Na&lt;sub&gt;2&lt;/sub&gt;PtCl&lt;sub&gt;4&lt;/sub&gt;</td>
<td>316.7</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>PtGe&lt;sub&gt;0.72&lt;/sub&gt; alloy</td>
<td>315.5</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>'Pt&lt;sup&gt;0&lt;/sup&gt;/γ-Al&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;3&lt;/sub&gt;</td>
<td>313.5</td>
<td>-0.6</td>
<td>0</td>
</tr>
<tr>
<td>Pt/Al&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;3&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcined, 525 °C</td>
<td>317.0</td>
<td>2.9</td>
<td>3.5</td>
</tr>
<tr>
<td>Hydrogen-treated, 650 °C</td>
<td>314.6</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Pt, Ge/Al&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;3&lt;/sub&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcined, 525 °C</td>
<td>316.7</td>
<td>2.6</td>
<td>3.2</td>
</tr>
<tr>
<td>Hydrogen-treated, 650 °C</td>
<td>315.1</td>
<td>1.0</td>
<td>1.6</td>
</tr>
</tbody>
</table>

*C 1s = 284.6 eV.
†Reference: platinum metal.
‡Reference: 'Pt<sup>0</sup>/γ-Al<sub>2</sub>O<sub>3</sub>, which is obtained by measurement of the (Au–Pt)<sub>bulk</sub> 4d<sub>5/2</sub> distance and measurement of the Au 4d<sub>5/2</sub> line position of 0.1 monolayer gold on top of γ-Al<sub>2</sub>O<sub>3</sub>.

Ru–Al<sub>2</sub>O<sub>3</sub> systems, it was discovered that the former permitted (hydrogen-treated, 450 °C) reduction of ruthenium completely to Ru<sup>0</sup>, whereas in the latter (Al<sub>2</sub>O<sub>3</sub>) case 45 per cent of the ruthenium remained oxidized. Angevine and Delgass<sup>128</sup> attributed this effect to the strong metals–support interaction between ruthenium and Al<sub>2</sub>O<sub>3</sub> that does not exist for SiO<sub>2</sub>. On the other hand, for the Mo–SiO<sub>2</sub> system, the Mo<sup>VI</sup> was only reduced under these same conditions to Mo<sup>IV</sup> whereas in Ru–Mo–Al<sub>2</sub>O<sub>3</sub> the molybdenum was reduced to Mo<sup>0</sup>. The authors interpret this to mean that the bimetallic effect (between ruthenium and molybdenum) supersedes the metals–support interaction.

8.3.3.5 Studies of clustering and other morphological variations in platinum metal catalysis

XPS, UPS and AES have been applied in conjunction with XRD, electron microscopy, LEED and thermal spectroscopies to delineate the micro and macro morphological features of both the dopants and the supports in commercial and simulated platinum metal catalysts. These studies are significant because it has been discovered that the behaviour of these catalyst systems depend crucially upon the degree of both the sintering of the support and the clustering of the dopants. In particular, it has been discovered that use of a platinum metal catalyst under conditions of extreme physical (e.g. thermal) strain may promote growth of platinum metal crystallites. As these crystallites
grow, both the degree and type of subsequent catalytic reactions change dramatically. For the purposes of promoting long-lived dehydrocyclization reactions (a primary producer of high-octane gasoline in reforming), it is necessary (as mentioned above) to impede the growth of these crystallites. Therefore, any combination of the above-mentioned characterization techniques that can accurately assess this type of problem is of potential importance to the catalyst industry. Until recently electron spectroscopy has not been a major contributor in this area, but this appears no longer to be the case.

An excellent description of the crystallite growth problem and several attempts to characterize it (although not with electron spectroscopy) was presented recently in the work of Dautzenberg and Walters.\textsuperscript{\ref{129}} In that study XRD, TEM and \( \text{H}_2 \) (BET) chemisorption were employed to study the effects of heat treatment on the state of dispersion of platinum on \( \text{Al}_2\text{O}_3 \). Once again, unrealistically large amounts of platinum (2 weight per cent) were utilized to enhance visibility. With XRD these authors were able to detect the growth of platinum metal crystallites for clusters larger than 30 Å. A similar range of particle sizes were characterized by TEM. It was also discovered that as long as the hydrogen-to-platinum ratio remained near 1, the platinum crystallites were small. Growth of these crystallites (to an average size of 100–150 Å diameter) was accompanied by a linear decrease in the H/Pt ratio to \( \sim 0.5 \). (Numerous independent measurements have been made of H/Pt and in most of these, values of 1 are associated with dispersed catalytically (active) platinum metal, and 0.5 with clustered catalytically (inactive) platinum metal. Giordano \textit{et al.}\textsuperscript{\ref{130}} have recently extended these H/Pt studies to include chloride addition in both oxidative and reductive atmospheres. They have also provided a detailed critical review of the existing models of hydrogen adsorption on platinum; see Figure 8.14.) Growth of platinum metal crystallites seems to occur through lateral migration of Pt\textsuperscript{0} induced by heating in air in excess of 500 °C. Dautzenberg and Walters found\textsuperscript{\ref{129}} that heat treatment in \( \text{H}_2 \), to as high as 650 °C, produced a reduction in the H/Pt ratio, but no apparent platinum metals agglomeration; thus BET measurements alone may not necessarily reveal the size of the platinum metal crystallites.

Because of the apparent restrictions in the detectable size range of XRD, TEM and also BET measurements, a number of researchers have turned to electron spectroscopy as a means for studying this problem. Success is, as of yet, only marginal. Several related questions were of obvious interest in these studies including: (a) the ability to realize meaningful surface-to-bulk quantitation; (b) the determination of support pore size; (c) the detection of metals segregation; and (d) examples of surface diffusion.

As mentioned earlier in this chapter, Brinen and Schmitt\textsuperscript{\ref{131}} employed rhodium on carbon as a test system to study the distribution of a metal dopant, in particular from the point of view of surface-to-bulk quantitation. These authors carefully documented the many deceptive quantitative changes
Figure 8.14 Various H–Pt species and stoichiometries. (a) Adsorption of the H₂ molecules gives rise to a weak bond. (b) Simultaneous adsorption such as (c) and (f) (see below). (c) Hydrogen is strongly chemisorbed, due to the presence of vicinal hydroxyl groups; this situation is more pronounced on less dehydroxylated surfaces. Bonding involves Pt⁺⁺ according to:

$$O^2⁻Pt^{+}⁺O^2⁻(OH)_{Al₂O₃} + \frac{1}{2}H₂ → O^2⁻Pt^{+}⁺H₂O$$

(d) Some authors consider the bonding and dissociation of molecular hydrogen on Pt or other metallic surfaces having d electrons as due to a super-exchange or indirect exchange, a well-known phenomenon from the magnetic interaction in insulators. The bonding involves a system comprising two vicinal Pt atoms and the H₂ molecule, i.e., interaction between the unpaired d electrons of the Pt (spin-'up' or 'down') and the paired electrons of molecular hydrogen (spin-'up' or 'down'). The model implies a system with four electrons and three particles. Such hydrogen chemisorbed species are easily removed under vacuum at room temperature while they could be desorbed already at −20 °C in temperature programmed desorption. (e) Hydrogen is positioned over the surface Pt atoms through a weak covalent bonding (reversible chemisorption) with a weakly ionic character. (f) Hydrogen is interstitially located within the surface Pt atoms giving rise to irreversible chemisorption. The bonds are not located necessarily over two specific Pt atoms. (Reprinted from Giordano et al.¹³², p. 585, by courtesy of Marcel Dekker, Inc.)

that occurred due to the poor diffusion of the rhodium and the resulting photo-electron escape depth.

Stoddart, Moss and Pope¹³² utilized AES to describe the metals distribution in a Pd–Ni alloy on SiO₂ catalyst by exploiting the small rasterable beam of the AES. Because excellent agreement was obtained between AES and the X-ray determined bulk concentration, no electron beam damage was suspected. Several important effects of diffusion were suggested by the AES results, e.g. air exposure seemed to draw nickel out of the bulk alloy to the surface, to form NiO.

Similar XPS and SEM studies have been conducted of platinum metal oxidation catalysts. For example, Contour et al.¹³³ examined the distribution of metals in a Pt–Rh ammonia oxidation system. The SEM registered evidence of separate crystallite growth by both platinum and rhodium upon combustion. XPS quantitation indicated that during oxidation Rh₂O₃ was segregated to the surface, perhaps as a result of PtO⁺. The authors noted that these effects may be particular to ammoxidation.
Takasu et al.\textsuperscript{134} have employed a combination of XPS and UPS in conjunction with electron microscopy to delineate the degree of aggregation of different dispositions of palladium on SiO\(_2\). These authors achieved excellent microscopic resolution permitting the registration of metal particle sizes down to \(~10\) Å. They were able to note changes in both UPS and XPS that seemed to correlate with particle size. The matrix effect of Kim and Winograd\textsuperscript{135} was suggested as a possible source for the resulting (rather small) changes in XPS binding energies and line widths. The authors also noted that these effects were consistent with polarization changes suggested in the calculations of Cini.\textsuperscript{136} One must not exclude the possibility, however, that some of the effects detected by Takasu et al.\textsuperscript{134} may have been due to the differential charging that may arise due to the size and distribution inhomogeneity of the particles (see above). It is unfortunate that these authors chose to begin their excellent study with the statement that ‘surface-sensitive techniques such as photoelectron spectroscopy’ are ‘unsuitable for investigation’ of ‘supported metal-catalysts’. Dozens of industrial electron spectroscopy laboratories have shown this statement to be incorrect. Had the authors replaced the word ‘unsuitable’ with ‘difficult’ it would have been valid.

Tauszik and others\textsuperscript{137} have attempted to characterize the metals dispersion on a thermally treated Pd–Cl–Al\(_2\)O\(_3\) system with both AES and XPS. In these studies the authors employed metals loadings that were typical of commercial catalysts to try to avoid the adverse dispersion problems caused by excessive loading. Both AES and XPS agreed that the amount of surface palladium remained roughly the same throughout calcination and reduction, while the amount of surface Cl\(^-\) was greatly reduced. XPS results indicated that in H\(_2\), the reduction step was only moderately successful with respect to the surface palladium whereas when hydrazine was employed more extensive surface reduction of palladium occurred.

Mason and Baetzold\textsuperscript{138} published an interesting article that pertained indirectly to the ability of XPS to assist in the determination of crystallite cluster growth of platinum and related metals. Studying silver metal crystallite growth on a carbon support, these authors were able to delineate some changes in the XPS binding energies of silver that seemed to correlate directly with the particle size of the crystals.

Fung has created quantitative models\textsuperscript{85} (see above) that may increase the applicability of XPS in this area by combining the concepts of Brinen and Schmitt\textsuperscript{131} and Contour et al.,\textsuperscript{133} with the particle size effects suggested by Mason and Baetzold\textsuperscript{138} and the particle location studies of Takasu et al.\textsuperscript{134} In these models relative XPS peak intensities were directly related to specific sizes, shapes and distributions of the peak generator. Fung demonstrated how the model may be employed by calculating the degree of sintering of platinum on SiO\(_2\) following reduction. Extension of these potentially useful models into many other applied areas are being considered.
8.3.3.6 Studies of various poisons in platinum catalysts

One of the primary tasks originally assigned to electron spectroscopy in the study of catalysts was the detection and classification of poisons. In the case of platinum metal catalysis the subject is very complex because certain species act as promoters under some circumstances and poisons under many others. Carbón, sulphur and, in fact, some of the elements employed as alloy promoters (e.g. Sn⁰) seem at times to promote catalytic reactions, but may under certain other conditions (usually when the species in question is in 'excess') inhibit the catalytic functionality of platinum¹¹³. Sulphur is an interesting example, being utilized as a promoter in conjunction with rhenium¹²⁷ and yet sulphur is also known to selectively suppress the dehydrogenation of cyclohexane to benzene over a platinum bifunctional catalyst.¹³⁹ Surface analyses designed specifically to examine sulphur on platinum catalysts are therefore to be expected.

Originally it was hoped that AES could be utilized in these studies, because of its excellent surface sensitivity, small rasterable spot size and easy depth profiling capability. It was thus hoped that Auger could be employed to determine the surface locations, distributions with depth and characteristic adjacencies of the poisons. Largely because of beam damage problems, this promise has yet to be realized, but a few interesting studies do exist. Bhasin¹⁴⁰ has, for example, employed AES to try to assess the status of a variety of poisonous (?) impurities on a commercial Pd-Al₂O₃ hydrogenation catalyst. The catalyst was examined after use and extensive deactivation. A number of impurities were detected, including sulphur and chlorine. However, the amount of surface iron detected indicated that it was the probable deleterious poison (if any!) for this system. AES was also utilized, along with LEED, by Szymerska and Lipski¹⁴¹ to study the segregation of sulphur to the surface of Pd(100). The study demonstrated that H₂ reduction induced sulphur to migrate to the surface of the palladium, from the bulk, thus apparently poisoning the ability of palladium to dissolve hydrogen. In addition, AES, XPS, UPS and EELS were employed by Matsumoto et al.¹⁴² to study the interaction of sulphur with palladium surfaces. Polycrystalline palladium foils were employed, and once again sulphur was detected migrating with ease from the bulk to the surface. In this particular study, the XPS results revealed evidence of a possible electron transfer from palladium to sulphur whereas the EELS results seemed (for this non-single-crystal situation) to be inconclusive.

8.3.3.7 The chemical and physical changes of platinum metal cations after their exchange into zeolites

XPS has also been employed to examine the platinum metal cations on zeolites. The principal points of interest seemed to be: (a) the degree of exchange
of the platinum metal cations; (b) the changes in oxidation state experienced by those cations during set-up and use of the zeolite; (c) the extent of the interaction between these cations and the zeolite; and (d) the particular reactions experienced by these cations.

For example, Vedrine et al.\textsuperscript{1,43} have employed XPS to monitor the exchanges of palladium and platinum ions into a type Y zeolite. Impregnation of palladium was found to produce positive line shifts in the Pd 3d spectra, perhaps indicating successful exchange of the Pd\textsuperscript{2+} ion for Na\textsuperscript{+} ions. Subsequent reduction of this system produced Pd\textsuperscript{0}, but there was also some electron-deficient palladium suggested by the resulting Pd 3d spectra, perhaps indicative of Pd\textsuperscript{1} formation. The impregnated platinum also appeared to be successfully exchanged and also exhibited some evidence of electron deficiency following reduction. It appears that the electron-deficient metals were sacrificing electrons to the acidic nature(?) of the zeolites, yet no noticeable change occurred in the XPS spectra of the latter. The authors also suggested a charge-transfer complex between the platinum metal and the zeolite acidic unit as another means for explaining these results. They also noted that this electron deficiency should enhance the electron-donating capability of the 'partially reduced' cations.

Okamoto et al.\textsuperscript{1,44} also utilized XPS to study Y zeolites following exchange of the Na\textsuperscript{+} ions with Rh\textsuperscript{11}. Reduction of this system in vacuum produced varying mixtures of Rh\textsuperscript{1} and Rh\textsuperscript{0}. These results were realized through comparative binding energy analysis. The Rh\textsuperscript{1} was suggested as the active site for ethylene adsorption and subsequent hydrogenation, whereas acetylene was assumed to be attached only to the Rh\textsuperscript{0}. The charge shifting problem may have compromised some of these qualitative and quantitative conclusions. Calculations were made of the surface Cl/Rh ratios employing techniques similar to those advanced by Brinen.\textsuperscript{25} These results suggested that some of the rhodium may have migrated to the bulk during heating. Perhaps implementation of the more demanding ideas of Kerkhof and Moulijn\textsuperscript{84} might modify this supposition. Simultaneous ESR analysis also indicated that addition of HCl may convert most Rh\textsuperscript{0} to RhH and RhCl, apparently facilitating ethylene dimerization.

Finally, an interesting XPS study, also involving rhodium-doped zeolites, was recently reported by Anderson and Scurrell.\textsuperscript{1,45} This investigation was somewhat unique in that it assumed that the zeolite was primarily functioning as a support. The catalysts were intended for carbonylation reactions of alcohols. The system was constructed by exchanging a chloroamine complex of rhodium onto an X zeolite and oxidizing the resulting 'mixture' to drive off the ammonia ligands. Heating the 'mixture' in N\textsubscript{2} to 600 °C or H\textsubscript{2} to 340 °C reduced the rhodium, but the final oxidation state of rhodium was uncertain. Binding energy measurements indicated that some Rh\textsuperscript{0} was probably involved (see Figure 8.15). 'Standard' XPS quantitation indicated some preferential
Figure 8.15. Rh 2p electron spectra for some Rh-containing samples (for each spectrum, first temperature is that at which analysis was performed). (a) [Rh(NH₃)₅Cl]Cl₂, 400°C, vacuum; (b) –80°C; (c) –60°C. (d) 400°C, vacuum (400°C, 0.5 h); (e) –60°C; (f) –80°C; (g) –80°C, after 1 h of analysis; (d) 400°C, 0.5 h).
concentration of Rh(Cl)_3X at the surface, with the binding energy data suggesting possible Cl^- bridges. The binding energy references employed for these results may, however, be suspect. The authors also suggested that the reduction of Rh^{III} to Rh^{I} may occur in the presence of carbonyls. Substitution of a less acidic support (e.g. SiO_2) for the zeolite dramatically reduced the binding energy shifts and the activity for carbonylation, suggesting a substantial rhodium-support interaction (exchange?) in the presence of zeolite.

8.3.4 Zeolites—catalytic cracking and other processes

8.3.4.1 Introduction to zeolites and catalytic cracking

Of all the materials described in this chapter, the crystalline aluminosilicates called zeolites or molecular sieves probably have the most diverse use history (and potential). This fact results both from their unique, regular structural features and their ability to experience dramatic changes in their adsorptive and reactive properties, though the change of the cations need to balance the fundamental negative charge carried by the aluminosilicate (structural) unit. This negative charge arises, of course, because aluminium must pick up an additional electron in order to 'duplicate' silicon in the aluminosilicate lattice. Because of the crystallographic regularity of these lattice patterns, the aluminium occupies quite specific sites and in order to establish local neutrality the cations must be in close proximity to these sites, generally located in varying sized cavities in the 'super' lattice. Simple cations (e.g. H^+, Na^+, Ba^{2+}, etc.) differ substantially in size and charge; therefore cation exchange may be an extremely selective event, as certain sites are often too confining to accommodate large and/or multicharged cations. It is, therefore, possible under certain conditions to control the distribution of cations in some zeolites and, through this, control some of the properties of the zeolite. In addition, the repetitive, regular structural patterns of the basic units of the zeolites create super lattice structures, with variably sized channels, windows, cavities and pores (see Figure 8.16). For these reasons, particular zeolites with particular cations may be employed for selective adsorbencies and reactions. Thus, zeolites provide the capability to 'tailor' certain aspects of heterogeneous catalysis by controlling not only what species are able to adsorb (and desorb) from various sites but also the time of occupancy of these sites.

or N_2 (400 °C, 0.5 h, 1 atm); (g) 25 °C, CO (100 °C, 17 h, 1 atm) or CO + CH_4 (100 °C, 15 h, 225 + 225 torr) after O_2 (450 °C, 4.5 h, 1 atm); (h) 25 °C, CO + H_2O (SVP at 25 °C) (100 °C, 20 h, 1 atm) after O_2 (450 °C, 2 h, 1 atm); (j) 25 °C, H_2 (340 °C, 1.5 h, 1 atm) after O_2 (400 °C, 0.5 h, 1 atm); (k) Rh–C (5 percent), 25 °C, vacuum (400 °C, 2 h). (Reproduced from Anderson and Scurrrell by permission of Academic Press Inc.)
Because of the dramatic variations in different zeolites, an entirely new area of 'shape selectivity' was established.\(^{147}\)

Of all of the catalytic use areas for zeolites, catalytic cracking has been, by far, the most important.\(^{108}\) Continuous control of catalytic cracking has plagued scientists and engineers for years, due to its propensity to rapidly coke the catalyst being employed and thereby destroy the latter's selectivity and eventually its activity.\(^{108}\) Present-day petroleum crudes are also often high in sulphur and as the temperature of the catcracking units are increased to enhance activity, sulphur and carbon disposition become substantial problems. The process of cracking involves the selective fissure of C—C bonds, with subsequent hydrogenation to form useful (primarily gasoline) molecules out of heavier crude feedstocks. Originally (until the late 1930s) thermal cracking was employed, but this rather inefficient process has been almost entirely replaced by catalytic processes.\(^{108}\) Acid sites are needed on the catalyst to promote the above-mentioned reactions. Initially clays were employed
as the catalyst, but gradually these were replaced by synthetic amorphous silica alumina systems.\textsuperscript{108,148}

In the mid-1960s synthetic faujasites (see Figure 8.16) were introduced as catalysts and today about 90 per cent of all catalytic cracking is carried out on zeolites.\textsuperscript{108} The most successful cracking catalysts seem to be composed of the Y-type faujasites (see Figure 8.16), with the original sodium cation replaced by a mixture of protons and rare earth\textsuperscript{149} or alkaline earth\textsuperscript{108} cations. These cations seem to dramatically enhance the (selective) acidity of the Y system, permitting it substantial activity that can be maintained for long periods.\textsuperscript{108,146} Zeolites are (as described in other sections of this chapter) also employed in many other catalytic processes, including hydrogenation, oxidation and polymerization (e.g. the syngas methanation process and the dimerization of ethylene),\textsuperscript{108} as well as numerous uses in the adsorbent industry. The recent introduction of ‘shape selectivity’\textsuperscript{147} and the type ZSM-5 zeolites\textsuperscript{150} by Mobil have permitted development of uses in such areas as selective reforming and alkylation (e.g. the removal of low-octane hydrocarbons as LPG and the dehydropolymerization of methanol to gasoline).\textsuperscript{108}

Faujasites are formed from a basic sodalite unit and have crystalline structures as depicted in Figure 8.16. The Si/Al ratio $R$ for faujasites ranges from $-1 < R < -3$ and the corresponding number of cations vary accordingly. (Note that it is possible to ‘decationize’ the faujasite system by splitting some of the aluminosilicate bonds and removing the cations.\textsuperscript{146} In this case both the positive and negative charges are carried in the lattice. This system apparently has excellent catalytic potential.\textsuperscript{108}) The Y-type faujasite, generally synthesized as NaY, has a Si/Al ratio of $\sim 2.5$.

Among the questions commonly asked of surface scientists about zeolites are to adjudge and quantify: (a) the degree of success achieved in the above-mentioned cation exchanges (as opposed to having the new cations simply ‘dispersed’ onto the other surface); (b) the changes experienced by these cations following use of the zeolite; and (c) the integrity of the surface of the zeolite itself during this use. The latter is particularly important because many zeolites are prone to adverse surface effects such as dealumination during thermal treatment and use.\textsuperscript{146} In addition, junk from incomplete crystallization or internal collapse of a zeolite may gather on the outer surface or in the pores preventing proper reactant and product flow. This fact may be detected using XPS by attempting to identify the difference between surface zeolite and surface alumina or silica, etc.\textsuperscript{28,41}

The ZSM-5 zeolites mentioned above also exhibit a well-controlled structure that is markedly different from that of the faujasites (see Figure 8.16). The Si/Al ratio $R$ for the ZSM-5 system seems to vary from $-15 < R < 100+$. This zeolite is often prepared with organic amine cations.\textsuperscript{146}
8.3.4.2  Studies of the aluminosilicate structural unit

Although a number of interesting features of zeolites seem at first glance to be designed for AES, surface studies employing this technique have been largely unproductive due probably to electron beam damage effects. XPS studies of zeolites began with the pioneering study of Delgass, Hughes and Fadley. These were soon followed by studies by Minachev et al. in which results were obtained, indicative of the degree of cation exchange. This early promise seemed somewhat dampened by the above-mentioned results of Temperé, Delafosse and Contour, in which evidence was provided by XPS of a progressive growth of the surface Si/Al ratio, $R_s$, that far exceeded increases induced in the bulk, $R_b$, although both were comparable for A systems ($Si/Al = 1$) (see Table 8.5a). This work apparently indicated the presence of extensive surface clusters rich in silicon for systems with large (Si/Al) $R_b$ ratios, suggesting either surface dealumination of the material or possibly

### Table 8.5 (a) Bulk and superficial silicon and aluminium composition of various synthetic zeolites. (Reproduced from Temperé et al. by permission of North-Holland Publishing Co.)

<table>
<thead>
<tr>
<th>Linde molecular sieve</th>
<th>Norton zeolon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaA</td>
<td>NaX</td>
</tr>
<tr>
<td>(Si/Al)$_b$</td>
<td>1</td>
</tr>
<tr>
<td>(Si/Al)$_s$</td>
<td>2</td>
</tr>
</tbody>
</table>

(b) (After Barr)

<table>
<thead>
<tr>
<th>Ratio of photo-electron intensity (Si/Al)*</th>
<th>Ratio of (Si/Al)(2p)* computed from peak heights</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaX</td>
<td>1.8</td>
</tr>
<tr>
<td>NaY</td>
<td>3.7</td>
</tr>
<tr>
<td>NaA</td>
<td>1.5</td>
</tr>
</tbody>
</table>

*It is difficult to attach any measure of the relative precision of these results. In view of the method and the approximations discussed above, they are probably no better than ±10 per cent.

(c) (Reproduced from Knecht and Stork by permission of Springer-Verlag)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ratio in the bulk</th>
<th>Ratio in the surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zeolite A No. 1</td>
<td>Na/Al/Si = 0.96 : 0.99 : 1</td>
<td>Na/Al/Si = 0.99 : 0.65 : 1</td>
</tr>
<tr>
<td>Zeolite A No. 2</td>
<td>Na/Al/Si = 0.90 : 0.90 : 1</td>
<td>Na/Al/Si = 0.95 : 0.67 : 1</td>
</tr>
</tbody>
</table>
even selective damage done during the analysis. Some researchers have questioned various aspects of this quantitation and the extent of the noted progressive change (see Table 8.5b). In any case, it became apparent that surface and bulk quantitation for zeolites might display marked disagreement. These problems were exacerbated by the XPS results of Kneckt and Stork \(^{152}\) who reported quantitative studies that indicated surface dealumination for several A-type zeolites, including copper exchanged forms (see Table 8.5c).

Further uncertainty was provided by the researchers in this laboratory,\(^ {153}\) when in 1978 it was reported that reasonable quantitative precision could be expected for XPS studies of all zeolites constructed from the basic sodalite cage structure. The surface ratio \(R_s\) was shown to grow faster than \(R_b\), but the ratio \(R_s/R_b\) for Y zeolites was found to be \(\sim 1.2\) (see Table 8.5b) compared to the \(\sim 2.7\) found by Temperé, Delafosse and Contour.\(^ {17}\) If the extent of surface dealumination is a variable, rather tenuous phenomena, depending upon a variety of factors such as the state of hydration, then these discrepancies are not unexpected.

Progressive shifts in the binding energies of all of the elements in zeolites were also detected by this author in an XPS study of various systems.\(^ {28,41,153}\) These shifts were accompanied by rather dramatic reductions in the line widths of the appropriate oxygen, aluminium, silicon and metals XPS peaks for these zeolites, compared to the equivalent lines for the ‘precursor’ SiO\(_2\) and Al\(_2\)O\(_3\) systems.

All of our results have been further analysed and synthesized by the author in several recent publications.\(^{28,41}\) A variable amount of surface dealumination was still found (during XPS analysis) that did seem to increase with \(R_b\), but, as stated above, in a less pronounced manner than reported by Temperé, Delafosse and Contour.\(^ {17}\) The reason for this dealumination is as yet unknown, but its detection is unique and important to subsequent delineation of the status of the outer pores in these zeolite systems. The binding energy shifts described above were shown to follow reproducible patterns that permitted the positive identification of particular zeolites even if they were present in relatively small amounts. Specific binding energies and line widths were also found for several types of silicas and aluminas, thus permitting the specific identification of the constituents in the mixture following dealumination and other ‘mixing’ processes. Some of these results are presented in Table 8.6 and Figure 8.17. Note that both flood gun correction and C 1s referencing have been applied in arriving at these values. A discussion of the justification for this procedure was presented earlier in this chapter. Studies were also generated of the characteristic valence bands and loss spectra for these systems.\(^ {28,41}\) These results were coupled with the above-mentioned binding energy and line width data to try to establish chemically sound arguments for the patterns realized. The fact that all elemental binding energies, includ-
### Table 8.6 (a) Representative binding energies, in electronvolts (±0.1 eV). Charge shifts removed C 1s = 284.4 eV

<table>
<thead>
<tr>
<th></th>
<th>SiO₂</th>
<th>ZSM-5</th>
<th>ReY</th>
<th>CaY</th>
<th>NaY</th>
<th>Bentonite</th>
<th>CaX</th>
<th>NaX</th>
<th>Kaolinite</th>
<th>CaA</th>
<th>NaA</th>
<th>γ-Al₂O₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si 2p</td>
<td>103.35</td>
<td>102.90</td>
<td>102.70</td>
<td>102.40</td>
<td>102.35</td>
<td>102.50</td>
<td>102.25</td>
<td>101.75</td>
<td>102.25</td>
<td>101.40</td>
<td>100.90</td>
<td>—</td>
</tr>
<tr>
<td>Al 2p</td>
<td>—</td>
<td>74.28</td>
<td>74.45</td>
<td>74.15</td>
<td>74.00</td>
<td>74.60</td>
<td>74.35</td>
<td>73.70</td>
<td>74.10</td>
<td>73.50</td>
<td>73.20</td>
<td>73.60</td>
</tr>
<tr>
<td>O 1s</td>
<td>532.65</td>
<td>532.25</td>
<td>531.95</td>
<td>531.60</td>
<td>531.55</td>
<td>531.80</td>
<td>531.40</td>
<td>530.85</td>
<td>531.30</td>
<td>530.65</td>
<td>530.20</td>
<td>530.35</td>
</tr>
<tr>
<td>Na 1s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1071.00</td>
<td>1073.15*</td>
<td>—</td>
<td>1072.05</td>
<td>1071.75*</td>
<td>—</td>
<td>1071.45</td>
<td>—</td>
</tr>
<tr>
<td>Na 2s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>63.80</td>
<td>64.05*</td>
<td>—</td>
<td>63.55</td>
<td>—</td>
<td>—</td>
<td>63.00</td>
<td>—</td>
</tr>
<tr>
<td>Ca 2p3/2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>348.20</td>
<td>—</td>
<td>—</td>
<td>347.90</td>
<td>—</td>
<td>—</td>
<td>347.50</td>
<td>—</td>
</tr>
</tbody>
</table>

*Impurity. Note that there are also small to moderate quantities of other cations in the zeolites due to incomplete exchange.

### (b) Line widths for zeolite peaks listed in Table 8.4, in electronvolts (±0.15 eV)

<table>
<thead>
<tr>
<th></th>
<th>ReY</th>
<th>Ca(Na)Y</th>
<th>KY</th>
<th>NaY</th>
<th>CaX</th>
<th>NaX</th>
<th>Na(Ca)A</th>
<th>K(?)A</th>
<th>NaA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si 2p</td>
<td>1.84</td>
<td>1.84</td>
<td>1.71</td>
<td>1.68</td>
<td>1.82</td>
<td>1.77</td>
<td>2.00</td>
<td>1.84</td>
<td>1.72</td>
</tr>
<tr>
<td>Al 2p</td>
<td>1.88</td>
<td>1.71</td>
<td>1.50</td>
<td>1.55</td>
<td>1.86</td>
<td>1.60</td>
<td>1.90</td>
<td>1.78</td>
<td>1.56</td>
</tr>
<tr>
<td>O 1s</td>
<td>2.00</td>
<td>2.05</td>
<td>2.08</td>
<td>2.05</td>
<td>2.08</td>
<td>1.65</td>
<td>1.67</td>
<td>1.67</td>
<td>1.65</td>
</tr>
<tr>
<td>Na 2s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.65</td>
<td>—</td>
<td>—</td>
<td>1.95</td>
<td>1.95</td>
<td>1.92</td>
</tr>
<tr>
<td>Na 1s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.95</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>C 1s</td>
<td>2.0*</td>
<td>1.8*</td>
<td>1.50</td>
<td>1.50</td>
<td>—</td>
<td>—</td>
<td>1.52</td>
<td>1.66</td>
<td>1.44</td>
</tr>
<tr>
<td>Ca 2p3/2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.92</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>K 2p3/2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.70</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Precision reduced to ±0.3 eV.
Figure 8.17  Representative binding energy shifts (in Si 2p) experienced by zeolites. (a) Resulting from change in structures, A → X → Y. (b) Resulting from change in cation Na → Ca. (After Barr28)
ing the cations, silicon, aluminium and oxygen values, appeared to shift in the same direction was initially quite disturbing. However, it became apparent that the true ‘chemical’ shifts were not expressed by variations in these elemental binding energies, but rather by changes in cluster (groups of elements) patterns. Thus, Si–O and cation–Al–O groups were identified. These ideas were supported by the appearance of similar groups in the selective (residual) damage realized by zeolites during Ar⁺ ion sputter etching. Based upon these ideas, the XPS variations noted for different zeolites were related to differences in: (a) the Si/Al ratio; (b) the zeolite structural unit, e.g. A → X → Y; (c) the cations, e.g. Na⁺ → K⁺ → Ca²⁺; and (d) the Dempsey charge field.

8.3.4.3 Studies of exchanged cations and catalytic processes

Most XPS studies of zeolite systems have not centered around the sieves themselves or the catalytic cracking process. Generally, the aforementioned cations have been the primary XPS concern, with the results intended for hydrogen reduction and polymerization reactions. In this vein, XPS was employed by Wichterlová et al. as one of the tools used to study the substitution of Al³⁺ into (and subsequent steam ‘stabilization’ of) a NH₄Y type Y zeolite. Al³⁺ was reported to decrease the dehydroxylation capability of the steam-stabilized Y zeolite. The XPS results were not extensively utilized, except to generate Rs values that showed some dealumination close to that realized in this laboratory.

Bravo, Duryen and Zambaulis also employed XPS to assist in a study of the use of carbon monoxide to reduce NaCu¹¹X. Evidence for the reduction of copper was provided, in addition to indications of a suspected structural change. The latter was assumed to cause the dramatic broadening detected in the O 1s spectrum following redox treatment. This modification was attributed to ‘occlusion’ of active oxygen species in the zeolite lattice.

Several studies were reported in the previous section in which platinum metal cations were substituted for the sodium cations in X and Y sieves. In those cases, electron spectroscopy was employed primarily to describe changes in the platinum metals. Other researchers have also used XPS to study similar systems, but were also interested in the changes of the zeolites during such reactions as the production of methane or the water gas shift (CO₂ + H₂). For example, Pederson and Lunsford have examined the RuY system with XPS to not only describe the success of the Ru³⁺ for Na⁺ exchange but also how the zeolite functions as a whole. XPS results indicated only partial success in the exchange with the balance of the ruthenium adsorbed onto the outer surface. (These suppositions were based upon Rs values that were similar to those found by the author, perhaps due to the employment of a common (HP) ESCA system.) Thus, in the presence of O₂
RuO$_2$ was discovered on the outer surface and some Ru$^0$ was found in the zeolite cavities when O$_2$ was excluded (see Figure 8.18). It appears that ruthenium is much easier to oxidize than platinum under these conditions. All of these features were based upon binding energy variations that were among the first utilized to adjudge the success or failure of cation exchange in zeolites. In a subsequent study, Gustafson and Lunsford$^{159}$ have employed XPS to examine another RuY system. In this case they reported on the ruthenium in the zeolite lattice (but not necessarily exchanged) both before and following reduction (of the Ru$^{III}$ to the metal). The latter sites were found to be catalytically active. Comparison with Ru–Al$_2$O$_3$ and Ru–SiO$_2$ failed to produce concrete correlations between support acidity and catalytic activity.

Figure 8.18  (a) XPS spectra of Ru 3d$_{5/2}$ and Ru 3d$_{3/2}$ + C 1s levels of 2 per cent RuNaY: (1) degassed in flowing He to 400 °C followed by reduction in flowing H$_2$ for 16–18 h at 400 °C, (2) treated as in (1) with N$_2$ substituted for He, (3) treated as in (1) followed by heating in flowing CO–H$_2$ mixture for 24 h at 280 °C and then in H$_2$ for 18–20 h at 300 °C, (4) treated as in (1) with air substituted for He and (5) impregnated 1 per cent Ru–NaY treated as in (1). (b) XPS spectra of Ru 3d$_{5/2}$ + C 1s levels of 2 per cent RuNaY: (1) after degassing in flowing air in increments of 100 °C/h to 200 °C, (2) to 300 or 400 °C and (3) after degassing in air to 400 °C followed by reduction in H$_2$ for 16–18 h at 400 °C. (Reproduced from Pederson and Lunsford$^{157}$ by permission of Academic Press Inc.)
Fajula, Anthony and Lunsford\textsuperscript{160} have also used XPS to assist in the analysis of a PdY zeolite intended as a syngas catalyst. They found that methanol production seemed to depend upon the presence of small crystallites of Pd\textsuperscript{0}, a feature detected by XPS. Methane production, on the other hand, appeared to be induced primarily by the acidity of the zeolite.

Platinum metal exchange into zeolites was also utilized for promotion of skeletal transformation (polymerization) reactions. As reported above, Okamoto \textit{et al.}\textsuperscript{144} studied RhY with XPS to try to delineate both changes in oxidation state and variations in site occupancy for this system. In a similar study, Kuznicki and Eyring\textsuperscript{161} have discovered (using XPS) that the Rh\textsuperscript{III} substituted into a Y lattice may be substantially reduced to the metal employing milder conditions than utilized to reduce the other platinum metals. These authors feel that the presence of this zeolite enhances the rate of reduction. The rhodium in RhA, however, failed to reduce and furthermore this zeolite was not active in polymerization. Therefore, reduction of rhodium ions to the metal was suspected to be the process that activates catalytic polymerization. This also was the case for palladium and ruthenium.

![Figure 8.19](image-url)  
Figure 8.19  (a) Photo-electron spectrum from (Na) Y-zeolite samples in the vicinity of the Al 2p and Pt 4f lines. Spectrum A, Al 2p line from (Na) Y-zeolite. Spectrum B, Al 2p and Pt 4f lines from 3 weight per cent Pt(Na) Y-zeolite. Spectrum C, residual Pt 4f spectrum after stripping a normalized spectrum A from spectrum B. (b) The Pt 4f\textsubscript{7/2,5/2} photo-electron profiles associated with 3 weight per cent Pt( Na) Y-zeolite (spectrum A) and 3 weight per cent (Na) Y-zeolite (spectrum B). The best-fit decomposition into three doublet components is also shown. These doublets may be formally indexed as Pt\textsuperscript{0}(a,a')\textsuperscript{,} Pt\textsuperscript{+}(b,b')\textsuperscript{ and} Pt\textsuperscript{2+}(c,c'). (Reproduced from Larkins \textit{et al.}\textsuperscript{162} by permission of Elsevier Scientific Publishing Co., Amsterdam)
In another study Larkins et al.\textsuperscript{162} investigated the exchange of platinum for lanthanum and sodium in Y zeolite systems. They reported XPS evidence for electron deficiencies detected in the platinum apparently due to different electrostatic fields at different cation sites (i.e. the Dempsey fields\textsuperscript{154}). Particle size and incomplete exchange effects may influence these results. The electron deficiency of platinum may actively catalyse dehydrogenation and other catalytic processes leading to polymerization (see Figure 8.19).

Badrinarajan et al.\textsuperscript{163} employed XPS to investigate the status of nickel exchanged onto a ZSM-5 zeolite that has retained substantial acidity. This catalyst was intended to promote both polymerization and alkylation reactions. The Ni\textsuperscript{II} was found by XPS not to reduce to Ni\textsuperscript{0} (detected by a lack of binding energy shifts) under circumstances similar to that employed above for rhodium. This lack of reduction was attributed by these authors to an extensive Ni\textsuperscript{II} zeolite interaction through hydroxide groups. Therefore, since this catalyst was active for polymerization, the authors discounted the need for reduction of the exchanged cations (in this case nickel) to create an active (polymerization) catalytic promoter.

8.3.5 Cobalt–molybdenum catalysts-desulphurization

8.3.5.1 Introduction to the catalyst—its uses and peculiarities

As described earlier in this chapter, a number of studies of the Co–Mo–Al\textsubscript{2}O\textsubscript{3} catalyst system (with or without sulphur) were published before 1975. This system has a variety of catalytic uses, the primary ones being hydrogenation and the removal of sulphur from feedstocks, residues and coals (by hydrodesulphurization).\textsuperscript{108} Although the presence of sulphur is sometimes useful, generally it is a deleterious poison that unfortunately pollutes, in unacceptably large amounts, much of the world’s readily available hydrocarbon fuels (e.g. Saudi Arabian crude and western US coal). Therefore, a detailed understanding and proper utilization of hydrodesulphurization (HDS) catalysis is an economic necessity.

Long before the development of modern surface science, MoO\textsubscript{3} on alumina was shown to catalyse the HDS process and after a few years of trial and error it was discovered that several other transition metal oxides did also. It was also demonstrated that cobalt or nickel in the presence of sulphide ‘promote’ the process.\textsuperscript{108} For a variety of reasons, the Co–Mo system is generally preferred for this process, although others, particularly the Ni–W system are extensively used for desulphurization.\textsuperscript{108} It was discovered that proper preparation of the Co–Mo system required not only strict monitoring of the amount of the dopants but also the order of their addition.\textsuperscript{164}

From the point of view of XPS, this system seems very attractive because cobalt, molybdenum and sulphur have numerous common oxidation states
that readily produce substantial binding energy shifts. In addition, the Co–Mo system generally functions as a ‘dopant-rich’ catalyst (unlike reforming) with 3–5 weight per cent CoO and 12–15 weight per cent MoO₃ commonly employed.¹⁶⁴ Substantial amounts of sulphur are also generally added to ‘activate’ this system.¹⁰⁸ On the negative side, it was soon discovered that during set-up and use of the catalyst, these substantial components were experiencing a number of complicated interactions and other changes that sometimes drastically shifted the resulting binding energies whereas at other times the binding energies hardly changed.¹⁶⁴ These involvements included possible strong interactions between the dopants and the support (to create such species as CoAl₂O₄) and complex preferential layerings of one dopant on top of the other.¹⁶⁴ (The latter may have compromised many of the early quantitative studies of this system using XPS.)

By the time most of these problems were recognized (and became themselves the separate objective of many XPS studies!) the Co–Mo catalyst system was already the most widely published applied catalysis system in the XPS literature. In recent years the numbers of these publications have multiplied at an increasing rate. There are several apparent reasons for this ‘primary exposure’: (a) the aforementioned abundance of dopants; (b) the natural tendency to ‘re-examine complex materials with improved instrumentation’; (c) at first glance the system seems rather easy to prepare. It can be produced, for example, by incipient wetness techniques, rather than the seemingly complex ion exchange (zeolites) and co-precipitation (platinum metal reformers) procedures needed for many other catalysts. This ‘ease of preparation’ is an advantage to surface scientists who are often unschooled in the art of catalyst preparation. And (d), proprietary constraints, which often restrict the publication of studies of commercial catalysts do not seem (for unknown reasons) to apply to the Co–Mo system. This is an important point for academic surface scientists who are perhaps unfamiliar with the nature of the proprietary constraint employed in industrial catalysis. It should not be presumed, therefore, that because surface studies of the Co–Mo system are the most published, that they are necessarily the most plentiful. Industrial laboratories may be examining other more proprietary systems with greater diligence. The fruits of these unpublished labours will, if successful, first appear as a part of an improved catalyst program and only later as results shared with the general scientific community. The continuing growth in numbers of surface science positions in industrial research is, of course, an indirect means of monitoring the success of these enterprises.

As mentioned above, the Co–Mo system has a number of uses, but only hydrodesulphurization (HDS) will be featured in this chapter. Its use as a hydrogenation catalyst will be considered as part of the next section, as will be the Ni–W–Al₂O₃ system, the chief substitute for the Co–Mo system.
8.3.5.2 Reference XPS data needed to study the Co–Mo system

Before seriously examining the Co–Mo XPS literature, the reader should be familiar with the XPS results obtained on the precursor materials, i.e. Co\textsuperscript{11}, Mo\textsuperscript{6}, CoO, Co\textsubscript{2}O\textsubscript{4}, Co\textsubscript{2}O\textsubscript{3}, MoO\textsubscript{2}, Mo\textsubscript{2}O\textsubscript{3}, MoO\textsubscript{3}, the hydroxides, the corresponding sulphides, aluminates and mixed Co–Mo–O systems. Binding energies and some of the spectra for the elemental metals, several of the oxides and a few hydroxides (or hydrated oxides) were presented in the general study of natural passivation by the author.\textsuperscript{117} Note that in this study uncertainty existed as to whether the oxidized surface species produced on CoO, as a result of further air exposure, was Co\textsubscript{2}O\textsubscript{3} or Co\textsubscript{3}O\textsubscript{4}. Results obtained by others seems to indicate that it is Co\textsubscript{3}O\textsubscript{4}.\textsuperscript{165}

Brundle has conducted a detailed study of the status of molybdenum as the elemental metal and the changes of that species following adsorption of controlled doses of O\textsubscript{2}, CO and H\textsubscript{2}O.\textsuperscript{166,167} The study includes UPS, as well as XPS results, and is a much more careful analysis of the onset of oxidation than the previous ones by this author. Cimino and DeAngelis\textsuperscript{168} have also studied various states of molybdenum oxides, and have added the important consideration of how those binding energies and peak structures change as these oxides are subjected to support by γ-Al\textsubscript{2}O\textsubscript{3} and silica. In addition, these authors have investigated the catalytically important compounds, Na\textsubscript{2}MoO\textsubscript{4} and CoMoO\textsubscript{4}.

One of the first studies of important cobalt compounds was conducted by Frost, McDowell and Woolsey.\textsuperscript{169} In that study peak structures and binding energies were presented for Co\textsuperscript{11}O and Co\textsuperscript{11}S. Cobalt and CoO were also two of the featured systems in the general XPS study of transition metal oxides by Fiermans, Hoogewijs and Vennik.\textsuperscript{165} Kim provided a detailed XPS study of the electronic structure of CoO, featuring a careful and catalytically very useful analysis of the key satellite spectra.\textsuperscript{170} These same satellites were also featured in a description of the XPS spectra of CoO, CoOOH, and Co(OH)\textsubscript{2} by McIntyre and Cook,\textsuperscript{171} who pointed out and carefully documented important small differences in the satellite splittings. Chuang, Brundle and Wandel\textsuperscript{172} have also documented these same satellite shifts, but have extended the study to include important modifications due to subsequent passivation resulting from ambient air exposure and also the chemical changes induced from Ar\textsuperscript{+} ion bombardment. Some of the important features of these studies, particularly as they may be useful in subsequent catalyst analyses, are listed in the above references.

8.3.5.3 XPS results for the cobalt–molybdenum catalyst system

Many of the difficulties with the interpretations of the Co–Mo–S–Al\textsubscript{2}O\textsubscript{3} system occur because the obvious solutions to problems often do not work.
For example, to avoid the possible production of CoAl₂O₄ (a deleterious product of the strong metals-support interaction) one might consider utilizing SiO₂ as a support. This, however, seems to promote the production of CoMoO₄, another detrimental species.¹⁷³ Difficulties such as these seem pervasive in XPS studies of the Co–Mo catalyst system.

In order to properly assess the states and changes experienced by this complicated system it was obvious that researchers needed to examine each component individually under a variety of use conditions. A study of this type was reported by Haber et al.¹⁷⁴ in which XPS was employed to examine the changes experienced by MoO₃, MoO₂ and CoMoO₄ when they were employed to oxidize aldehydes through the corresponding acids to CO₂. Surprisingly, the MoO₂ species proved to be the most active oxidizing agent, apparently due to an enhanced ability of the ‘reduced surface’ to adsorb and retain not only the aldehydes but also the acid intermediates; CoMoO₄ was found to be entirely unsuccessful at these reactions.

Declerck-Grimce et al.¹⁷⁵ studied the behaviour of the two separate oxide catalysts CoO–Al₂O₃ and MoO₃–Al₂O₃ with XPS before using the same approach to examine the combined catalyst in the presence of sulphide.¹⁷⁶ They found XPS evidence that H₂ reduction without S²⁻ results in Co²⁺ → Co⁰ in Co–Al₂O₃, whereas when molybdenum and sulphide are present, H₂ reduction of Co²⁺ seems to produce Co₉S₈. Too much cobalt in the original Co–Mo–S–Al₂O₃ system seems to generate CoMoO₄ from the excess. The latter was postulated to be a poison.¹⁷⁶

In 1977, Okamoto et al.¹⁷⁷ began a detailed series of XPS studies of a Co–Mo–Al₂O₃ system utilized to perform HDS reactions on a mixture of thiophene and H₂. They described, in some detail, the rather confusing mix of explanations that existed at that time for the activated mixtures of reactants, including: (a) synergistic action between cobalt and molybdenum; (b) intercalation of MoS₂ by Co²⁺; (c) a somewhat nebulous ‘complex’ of cobalt and molybdenum; and (d) the so-called surface-enrichment model. (As we shall see later, some form of nearly all of these have survived to form the more concise models favoured today). Okamoto et al.¹⁷⁷ felt justified in attributing the catalytic behaviour of the mixed oxide catalyst to molybdenum, whereas Co²⁺ acts as a ‘promoter’. The XPS spectra for the oxide catalyst seemed to indicate that the molybdenum in the fresh (ready to use) catalyst appeared to be a mixture of Mo⁵⁺ and Mo⁴⁺, whereas much of the Co²⁺ was reduced to the metal, Co⁰, while the balance of the cobalt seemed to be converted to inactive (surface-stabilized) CoMoO₄. Some of this XPS evidence seemed to provide support for the suppositions of Grimblot and Bonnelle¹⁷⁸ that molybdenum ions occupy octahedral and cobalt ions occupy tetrahedral sites in a spinel-like arrangement in the alumina structure. The above study by Okamoto et al.¹⁷⁷ produced a critical response from Massoth,¹⁷⁹ who questioned the generality of the interpretation of Okamoto et al. because of the extremely low sulphur
content in the latter's choice of state conditions. (No sulphide was added!) In particular, Massoth attributed the presence of Co$^0$ to this lack of sulphide flow. In reply to this criticism, Okamoto, Imanaka and Teranishi$^{180}$ agreed that an increase in sulphur would promote the production of cobalt sulphides, as well as MoS$_2$. However, they also defended their conclusions and the design of their experiments, ascribing the low sulphur content to a support effect. To check these conclusions, Okamoto et al.$^{181}$ employed XPS to study the effects of sulphide on Co$^{2+}$ and Mo$^{6+}$ under reducing conditions in a variable sulphide flow. This study demonstrated that under H$_2$ reduction in the presence of thiophene (only) Mo$^{6+}$ was reduced to Mo$^{4+}$, with the thiophene apparently producing MoS$_2$, but no CoS was detected. When H$_2$S was added to the reduction stream, however, CoS was proportioned to be produced. Examining the problem further, Okamoto et al.$^{182}$ reported that the preparation (set-up) of the catalysts apparently substantially altered the surface-to-bulk Co/Mo ratio, a feature that tended to be most exacerbated by reduction, but the effect was substantially different depending upon whether H$_2$S was employed during reduction or not.

Okamoto et al.$^{183}$ also tested some of the other intermediate effects by employing XPS to examine in detail the reduction of the Mo–Al$_2$O$_3$ system in

![Graph showing the correlation between intrinsic activity of molybdenum for the hydrodesulphurization of thiophene at 400 °C and the sulphidation degree of molybdenum in the MoO$_3$/$\text{Al}_2\text{O}_3$ catalyst: (O)MoO$_3$–Al$_2$O$_3$ calcined at 550 °C, after the pre-reduction; (△) after the non-pre-treatment; (●) after the pre-sulphidation; (△)MoO$_3$–Al$_2$O$_3$ calcined at 700 °C, after the pre-reduction. (Reprinted with permission from Okamoto et al.$^{183}$ Copyright 1980 American Chemical Society)
different flowing sulphide environments. Utilizing fairly detailed quantitation similar to Brinen, they discovered that the Al₂O₃ did not seem to become ‘involved’ during the sulphiding of the MoO₃, whereas the latter apparently exchanged oxide for sulphide before reduction. The activity of the molybdenum to HDS also seemed to increase linearly with the creation of MoS₂, but a saturation point was apparently reached followed by a rapid (near linear) fall-off in HDS activity. Thus, this system seemed to exhibit a classic volcano effect (see Figure 8.20).

Detailed XPS examinations by Okamoto et al. of the molybdenum species formed at different molybdenum concentrations also indicated that a monolayer coverage of sulphided molybdenum was possibly saturated into the tetrahedral sites of the alumina at ~12 per cent, molybdenum as postulated by Giordano et al. in a non-XPS study. When this percentage of molybdenum was exceeded, Okamoto et al. predicted that the excess molybdenum formed ‘poisonous’ deposits of MoO₃ and Al₂(MoO₄). They further postulated that whereas presulphiding during reduction will reduce larger amounts of molybdenum to MoS and deposit some of these in octahedral sites, only the MoS, in tetrahedral sites seemed to be active. Based upon detailed quantitation and the observed distortion of some of the XPS peaks, Okamoto et al. also postulated that these tetrahedral sites were sulphur deficient with anion vacancies, i.e. that a vacancy species such as:
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was formed, where the square represents the anion vacancy. In a related XPS study of the Mo–Al₂O₃ system, Edmonds and Mitchell followed up on the earlier study of the HDS system by also reporting that MoO₃ preferred to form a monolayer coverage on alumina, with saturation of that coverage at ~9 weight per cent molybdenum. They noted also that multilayer formation of molybdenum species did not seem to occur until after the monolayer was complete.

Another detailed series of studies of these catalyst have been generated in the research laboratory of David Hercules. Initially, these studies were concerned with the effects of reduction on the Co–Mo–Al₂O₃ system, both with and without the presence of pre-sulphiding. Reduction without H₂S produced the expected decrease in Mo⁶⁺ and a corresponding growth in both Mo⁵⁺ and Mo⁴⁺. A plot of this change is presented in Fig. 8.21. Pre-sulphiding with reduction apparently produced MoS₂ and seemed to affect the cobalt, but except for noting that the cobalt in this catalyst seemed to be more rapidly
Figure 8.21 Molybdenum oxidation states as a function of reduction time. Legend: (○)Mo^{VI}; (△)Mo^{V}; (□)Mo^{IV}. All catalyst samples were reduced in high purity hydrogen for the specified time at 500 °C. Mole fractions were determined by deconvolution of the Mo 3p and Mo 3d envelopes using a DuPont 310 curve resolver with summer attachment. Deconvolution of 20 spectra gave the following values for the Mo 3d_{5/2} binding energies: 233.0 ± 0.1, 231.9 ± 0.1, 229.9 ± 0.1. Assignment of these values to Mo^{VI}, Mo^{V} and Mo^{IV} was made by comparison to MoO_{3} and MoO_{2}, where separation was found to be 3.1 ± 0.1 eV. (Reprinted with permission from Chin and Hercules. Copyright 1982 American Chemical Society)

altered than CoAl_{2}O_{4}, these authors were unsure as to the resulting cobalt species.\textsuperscript{187} Discrete phases of the sulphides were doubted.

Zingg et al.\textsuperscript{188} later employed XPS to examine the MoO_{3}–Al_{2}O_{3} catalyst system, supplementing this study with both ISS and laser Raman results. In the calcined (pre-reduced) catalyst, these researchers discovered evidence of four possible states for Mo^{VI} including a surface monolayer coverage apparently of ‘active’ Mo^{VI} in tetrahedral sites, thus supporting the contentions of both Edmonds\textsuperscript{164} and Okamoto et al.\textsuperscript{183} However, Zingg et al.\textsuperscript{188} also found some active Mo^{VI} in octahedral sites, but all of the MoO_{3} detected was assumed to be inactive and also in octahedral sites. Hercules and his group also discovered some inactive Al_{2}(MoO_{4})_{3}, apparently produced through interactions between Mo^{VII} and the support in tetrahedral sites. Reduction of this system seemed to produce the above-mentioned Mo^{V} species (in tetrahedral sites) and Mo^{IV} (in octahedral sites). If the molybdenum was held below 15 weight per cent most of the Mo^{V} in the tetrahedral sites seemed to
be active to thiophene HDS, perhaps in the form of a ‘surface molybdate’:
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After the weight per cent of molybdenum rose above 17 per cent, these ‘molybdates’ seemed to be inactive. At ~20 weight per cent molybdenum, the aforementioned monolayer coverage was assumed to be saturated. There appears to be substantial octahedral Mo^{IV} in the concentration range 7 < weight per cent molybdenum < 20, but little of this seemed to be active. Above 20 weight per cent molybdates appeared to form again in the tetrahedral sites, but this time they seemed to be mostly the inactive ‘bulk’ type. Note that one might speculate that the addition of sulphide may convert the surface molybdate of Zingg et al.\textsuperscript{188} to the active sulphide (void) species reported by Okamoto et al.\textsuperscript{183} in the tetrahedral sites. Both of these possible species are seen to ‘optimize’ in the same concentration ranges. It should be noted, however, that Zingg et al.\textsuperscript{188} predict that molybdenum species in both octahedral and tetrahedral sites are needed in the oxidized catalyst to get sufficient subsequent activity. Hercules and associates have further refined these arguments, but before examining these (encompassing) publications it should prove instructive to consider some of the studies by others that influenced their present thinking.

For example, Delvaux, Grangè and Delmon\textsuperscript{189} also employed XPS to study the HDS system, but began without alumina rather than by omitting one of the metal dopants. They discovered that with the ‘correct’ Co/Mo ratio (?) and sufficient sulphide, Co$_9$S$_8$, MoS$_2$ and also a Mo$^{3+}$ vacancy species were formed. The latter substance may be related to the sulphide vacancy species described above in the work of Okamoto et al.\textsuperscript{183} The key to the production of these entities would appear, according to Delvaux, Grange and Delmon,\textsuperscript{189} to be a combination of thermal variations (similar to that described by Zingg et al.\textsuperscript{188}) the H$_2$S/H$_2$ ratio and the Co/Mo ratio. One should keep in mind, however, that these factors may vary when Al$_2$O$_3$ is present. All of this may explain why Brinen and Armstrong\textsuperscript{190} felt that under certain conditions Co$^0$ may be produced rather than the aforementioned sulphide. (Note also the above-mentioned controversy between the groups of Okamoto\textsuperscript{177,180} and Massoth\textsuperscript{179}.)

In order to test these concepts further, Delannay et al.\textsuperscript{191} utilized XPS and electron microscopy to examine various mixtures of the entire Co–Mo–S–Al$_2$O$_3$ catalyst system. In this work, they noted, as before, the importance of balancing the (surface) concentrations—with any excess cobalt apparently coating the outer surface of the system with inactive Co$_3$O$_4$. Microscopy seemed to
confirm that under the optimal thermal conditions, the ‘proper’ mixture of cobalt, sulphur (and molybdenum) resulted in the production of Co$_9$S$_8$. Delannay et al. also assumed that the principal molybdenum product formed following sulphiding was MoS$_2$; however, they made no effort to try to detect any vacancy species like that described above by Okamoto et al.$^{183}$ and speculated on in the early studies of the Delmon and Delannay group. They postulated that some of the excess cobalt may form inactive spinel-structured CoAl$_2$O$_4$. If the relative concentrations are controlled so that this does not occur, Delannay et al.$^{191}$ speculated that the Co$_9$S$_8$ species may be adjacent to the MoS$_2$, perhaps forming a complicated mixed sulphide. This suggests that a synergistic model may describe the promotional capabilities of the cobalt. Thermal treatment seemed to reduce their surface concentrations of molybdenum [Mo].

Lycourghiotos et al.$^{192}$ rationalized that many of these ideas may depend, in part, upon the nature of the acid sites of the Al$_2$O$_3$. To test this, these researchers added Na$^+$ to the above described (pre-sulphide) system. In the first study, the authors reported the effects of Na$^+$ on cobalt, noting, in particular, that the alkali cation seemed to prevent cobalt dispersion. As a result, excess (deleterious) Co$_3$O$_4$ and CoAl$_2$O$_4$ were apparently produced. In the second paper, Lycourghiotos et al. noted that Na$^+$ also seemed to prevent the production of Mo$^V$ following reduction of MoO$_3$–Al$_2$O$_3$.

Gajardo, Grange and Delmon$^{193}$ also employed XPS and diffuse reflective spectroscopy to examine various Co–Mo systems and check the concept of a stable molybdenum monolayer. They found evidence for the monolayer in the mixed system and speculated that the cobalt dispersed on the γ-Al$_2$O$_3$ (above the molybdenum) functioned as a promoter by aiding in the molybdenum distribution (see Figure 8.22) Addition of too much cobalt, however, seemed to create CoAl$_2$O$_4$ and multilayer structures that prevented monolayer molybdenum dispersion.

Many of the above-mentioned results and hypothesis were supported by the findings of other researchers. Aptekar et al.$^{194}$ for instance, detected the production of the three oxidation states of molybdenum (Mo$^{VI}$, Mo$^{V}$ and Mo$^{IV}$) in early XPS studies of reduced version of MoO$_3$–Al$_2$O$_3$ catalysts. Some of these ideas were reviewed in the aforementioned discussion by Edmonds.$^{164}$ Of particular interest in that study were the reports of the author’s examination of the changes in binding energies with heat treatment and change in the per cent of molybdenum present in a MoO$_3$–Al$_2$O$_3$ catalyst.

Many of those results and ideas were recently reviewed by Hercules and Klein.$^{195}$ This was rapidly followed by an extension of the results obtained by the Hercules group$^{196}$ and an important consolidation of their hypothesis based upon those results. In the review article Hercules and Klein$^{195}$ pointed out that careful XPS analyses can now delineate the difference between posi-
Figure 8.22 Proposed structure of CoMo-γ-Al₂O₃ catalysts. (Reproduced from Gajardo, Grange and Delmon¹⁹³ by permission of Academic Press Inc.)

tive metals–support interactions, e.g. the observations of Okamoto et al.,¹⁸³ noting the possible production of the surface vacancy complex:

![Diagram showing a surface vacancy complex with Mo and Al atoms]

and negative or deleterious metals–support interactions, i.e. the creation of bulk-like CoAl₂O₄ or Al₂(MoO₄)₃. Hercules and Klein¹⁹⁵ also noted that XPS studies had provided an unusual understanding of this (Co–Mo) catalyst system, particularly through the realization of selective, sometimes subtle, changes in surface quantitation and chemistry. Thus, for example, the well-established point of an active monolayer of molybdenum discovered by several XPS groups corresponded nicely to the quantitative influences of selective loadings of the dopants. In addition, it was pointed out that doping the cobalt beyond the presently accepted limit obviously created poisonous surface layers of Co₃O₄ and possibly CoAl₂O₄. The fact that Co²⁺ seemed to occupy first the tetrahedral and then the octahedral sites, and that these sites varied in their catalytic importance, was another, recent discovery of XPS, although the facts and details of these observations are still somewhat uncertain.

The XPS studies of the Mo–Al₂O₃ system were also reviewed by Hercules and Klein¹⁹⁵ who pointed out that the detection of several, as of yet, ill-defined Mo⁶⁺ species on the oxidized catalyst was first accomplished by XPS. Inclusions of laser Raman studies have led to speculations, in this area, of an
active surface Mo\textsuperscript{VI} species and inactive Al\textsubscript{2}(MoO\textsubscript{4})\textsubscript{3} depending upon loading conditions and cationization temperature. Reduction of the Mo\textsuperscript{VI} species seemed to lead to two different oxidation states of molybdenum depending upon the original sites of the Mo\textsuperscript{VI} on the alumina, i.e.

\[
\text{Mo}^\text{VI} \rightarrow \text{Mo}^\text{V} \text{ tetrahedral sites} \\
\text{Mo}^\text{VI} \rightarrow \text{Mo}^\text{IV} \text{ octahedral sites}
\]

The former were generally attributed to be the source of most catalytic activity.\textsuperscript{195} This point, however, would appear to be still in dispute.

Chin and Hercules\textsuperscript{196} have dramatically extended these arguments by providing a detailed study of a Co–Mo–Al\textsubscript{2}O\textsubscript{3} catalyst system with fixed molybdenum (15 weight per cent), variable cobalt (1–9 weight per cent) and reductions with and without H\textsubscript{2}S. Elaborate use was made of XPS, ISS and photo-acoustic spectroscopy to demonstrate, among other things, that excess Co\textsuperscript{2+} doping (above 7 weight per cent for 15 weight per cent molybdenum) seemed to produce Co\textsubscript{3}O\textsubscript{4}. They note that the latter may not be detected as it is apparently converted to CoMoO\textsubscript{4}, if molybdenum is also in excess (>20 weight per cent) (see Figure 8.23). The latter species were shown to be poisonous to the HDS reaction and to form naturally if the cobalt and molybdenum dopants were coprecipitated. Chin and Hercules\textsuperscript{196} speculated that the ‘positive’ effects of cobalt are not seen until more than 1 weight per cent cobalt is added because this initial cobalt forms inactive CoAl\textsubscript{2}O\textsubscript{4} in the tetrahedral sites of the alumina. The presence of this inactive species may also increase slightly between 1 and 3 weight per cent cobalt, but above the latter concentration the ‘active’ cobalt species becomes dominant. Reduction, according to Hercules and colleagues, does not create appreciable Co\textsuperscript{0} unless there is an ‘excess of cobalt’ (>7 weight per cent for 15 weight per cent molybdenum). This fact is used to justify the presence of CoMoO\textsubscript{4} in the latter case, rather than CoAl\textsubscript{2}O\textsubscript{4} which is difficult to reduce.

In an important companion observation, Chin and Hercules\textsuperscript{196} discovered that ISS results seemed to indicate that the molybdenum (monolayer?) forms on top of the cobalt in the active catalyst (7 weight per cent cobalt and 15 weight per cent molybdenum), whereas the inactive coprecipitated system does not exhibit this layered structure.

Pre-sulphiding, according to Chin and Hercules,\textsuperscript{196} definitely promotes the production of MoS\textsubscript{2}, the possibility of a vacancy MoS\textsubscript{2} complex attached to the alumina at tetrahedral sites, in the manner of Okamoto \textit{et al.},\textsuperscript{183} was not considered. The sulphiding of cobalt was assumed to create Co\textsubscript{9}S\textsubscript{8} from some of the cobalt. This assumption was based in part upon binding energy shifts and more conclusively on quantitative deduction achieved by eliminating the proportioned MoS\textsubscript{2}. (This will be commented upon below.) Sulphiding was shown not to influence the CoAl\textsubscript{2}O\textsubscript{4}, therefore a cobalt phase ‘above’ the
Figure 8.23 (a) ESCA spectra of Mo 3d doublet and S 2s region of sulphided catalysts. All samples were reacted with a 15 per cent H₂S–H₂ mixture for 1 h at 250 °C: (1) MA 15, (2) CMA 315, (3) CMA 515, (4) CMA 715, (5) CMA 915. (b) ESCA spectra of Co 2p₃/₂ region of sulphided CMA catalysts. Samples were reacted with a 15 per cent H₂S–H₂ mixture for 1 h at 250 °C: (1) CMA 315, (2) CMA 515, (3) CMA 715, (4) CMA 915 wt.% of CoO and MoO₃ are respectively: MA 15 (0, 15.6), CMA 315 (2.8, 16.5), CMA 515 (4.8, 14.2), CMA 715 (6.7, 14.2) and CMA 915 (8.9, 14.5). (Reprinted with permission from Chin and Hercules 196. Copyright 1982 American Chemical Society)

t-CoAl₂O₄ was postulated. The presence of cobalt does not seem to influence the sulphiding of the molybdenum. The possibility of the production of substantial Co⁰ under these conditions was doubted, although the authors noted that this feature may depend dramatically on the conditions employed for the catalyst preparation (see above).

In order to explain these results, Chin and Hercules 196 speculate that a cobalt (monolayer) must form on top of the t-CoAl₂O₄ and this layer is in two-dimensional (proximity) contact with the active molybdenum monolayer that lies above it. (Thus both layers form a quasi-bilayer.) The stoichiometry of this Co–Mo bilayer (CMA) was proportioned to be 1:1. This was suggested to be the HDS active layer structure for the catalyst with Co₉S₈ and MoS₂ species formed in this structure during pre-sulphiding. Thus the molybdenum mono-
layer in the oxidized catalyst was assumed to occupy both tetrahedral (40 per cent) and octahedral (60 per cent) sites, whereas the 'active' underlayer of Co$^{2+}$ straddles the tetrahedral sites between the underlaying Al$_2$O$_3$ and the 'overhead' molybdenum monolayer. This cobalt sublayer (Co-M) must sinergistically influence the catalytic properties of molybdenum, but does not seem to affect the latter's ability to reduce or sulphide.

Several other studies of possible importance have been conducted on problems of interest to the explanation of the functionality of the Co-Mo system. For example, Houalla and Delmon$^{197}$ examined the effect of the addition of boria to a CoO-Al$_2$O$_3$ catalyst. The boron was suspected to increase the acidity of the alumina, apparently resulting in the further dispersion of the cobalt and the creation of some surface CoAl$_2$O$_4$. In a similar vein, Vedrine et al.$^{198}$ employed ESR along with both UPS and XPS to examine a MoO$_3$-TiO$_2$ catalyst. In this study, the Mo$^{VI}$ was first doped onto anatase. The resulting surface-to-bulk ratio displayed no segregation, i.e. $R_s/R_b \approx 1$. Following heating in air, the anatase was converted to rutile and the $R_s/R_b$ value increased dramatically. In addition, the bulk molybdenum appeared to be reduced to Mo$^V$. This was apparently further evidence of a strong metals-support interaction by MoO$_3$, influenced by the thermal conditions. The direct comparison to alumina awaits further study.

8.3.5.4 Summary

Because of the complexity of the results described above and their potential importance to the functionality of this catalyst system, they are summarized at this stage:

(a) The molybdenum in the oxidized MoO$_3$-Al$_2$O$_3$ appears to exist in several Mo$^{VI}$ species, depending upon concentration, calcination temperature and site location. As many as five species have been postulated,$^{241}$ with some of those occupying the tetrahedral sites suspected to have the greatest potential catalytic activity. The latter have been postulated to exist as a complex, surface molybdate$^{188}$ symbolized as:

![Molybdate Symbol](image)

However, the existence of this surface species has not been verified. It is generally well established that whatever this active Mo$^{VI}$ species is, it is morphologically dispersed into monolayer coverage$^{184}$ which saturates at ~15 weight per cent molybdenum. Further addition of Mo$^{VI}$ apparently
results in the presence of a deleterious layer of MoO₃.\textsuperscript{196} Deleterious bulk Al₂(MoO₃)₅ has also been postulated to be present.

(b) Reduction of the oxidized Mo–Al₂O₃ catalyst (without S²⁻) creates both Mo\textsuperscript{V} and Mo\textsuperscript{IV} species.\textsuperscript{194} The former are postulated to occur in the tetrahedral alumina sites, whereas the latter are suspected to arise in octahedral sites.\textsuperscript{188}

(c) Combined reduction and pre-sulphiding of the MoO₃–Al₂O₃ catalyst has been shown to produce MoS₂.\textsuperscript{195} Some evidence has been presented\textsuperscript{183} for a sulphide vacancy complex:

![Chemical structure](image)

but the existence of this species has not been confirmed. The existence of a monolayer of ‘activate’ MoS₂ seems confirmed,\textsuperscript{195} possibly saturated in the tetrahedral sites of the alumina at ~15 weight per cent molybdenum. 'Excess' molybdenum remains inactive.\textsuperscript{195} No Mo\textsuperscript{0} was detected following reduction although the ability to distinguish MoS₂ from Mo\textsuperscript{0} based solely upon XPS binding energy shifts has been questioned by the present author\textsuperscript{27} due to a lack of a (Seigbahn) chemical shift. This effect seems characteristic of many calcogenides (see also the case for cobalt below). The supplemental use of XPS-induced loss shifts or the Auger parameter is advised if either can be detected. Some researchers have also postulated production of Mo\textsuperscript{III} species, but little supporting evidence exists for this uncommon ion.

(d) A number of researchers have also studied the informative Co–Al₂O₃ system.\textsuperscript{175} In the oxidized form, the cobalt has been shown to interact with the alumina support, creating some CoAl₂O₄, apparently in tetrahedral sites. Little evidence for the existence of Co\textsuperscript{III} occurs, but the possibility of some Co₃O₄ remains.\textsuperscript{195} The types of species formed were definitely shown to be dependent upon the amounts of dopants loaded and the calcination temperatures. Chin and Hercules\textsuperscript{196} have postulated that the first 1 + weight per cent of cobalt which is loaded goes into tetrahedral sites of the alumina as inactive CoAl₂O₄. After that, continued loading produces a ‘monolayer’-like cobalt effect which saturates out at concentrations that apparently may depend upon the amount of molybdenum present (whereas the reverse is apparently not true). Excess cobalt may go into octahedral sites, apparently existing as Co₃O₄.\textsuperscript{196}

The products of reduction and pre-sulphiding of the Co–Al₂O₃ system are less certain than those for the Mo–Al₂O₃ catalyst. The production of Co₉S₈ seems indicated.\textsuperscript{175,179,188}
(e) The creation of the mixed oxide catalyst CoO–MoO$_3$–Al$_2$O$_3$ seems to influence the eventual distribution and reductive pattern of the cobalt species more than the molybdenum. Reduction of this ‘oxide’ system was shown to produce mixtures of Co$^{II}$, Co$^0$, Mo$^{VI}$, Mo$^V$ and Mo$^{IV}$ species.

(f) Reduction and pre-sulphiding of the Co–Mo–S–Al$_2$O$_3$ catalyst produced a number of unique results, but once again the presence of cobalt seemed to have a minimal effect on the molybdenum species. Substantial reduction of molybdenum to MoS$_2$ seems assured. This species was postulated to form a monolayer structure that saturates at ~15 weight per cent molybdenum. The evidence, particularly that provided by ISS, strongly suggests that this monolayer covers any active cobalt species. Excess molybdenum seems to congregate on the outer surface as (poisonous) MoO$_3$. There is evidence for the foundation of deleterious bulk CoMoO$_4$, but it has also been speculated, based upon the XPS evidence and the reductive patterns of this species, that it only forms from the reaction of excess Co$_3$O$_4$ and MoO$_3$. The ‘active’ cobalt on the Co–Mo–S–Al$_2$O$_3$ catalyst following H$_2$–H$_2$S treatment is felt to primarily exist as Co$_9$S$_8$. Evidence has been presented for the existence of substantial quantities of Co$^0$ but others have assumed that the latter only occurs during the reduction of any excess CoMoO$_4$, formed as described above. Note that the XPS rationale for the differentiation between Co$_9$S$_8$ and Co$^0$ suffers from the same problem mentioned above for MoS$_2$ and Mo$^0$. In any case the amount of cobalt, molybdenum and sulphur added during these processes may substantially affect these results. CoAl$_2$O$_4$ apparently still exists in the reduced Co–Mo–S–Al$_2$O$_3$ catalyst due to its resistance to reduction. Chin and Hercules postulate that CoAl$_2$O$_4$ fills the tetrahedral sites of the alumina with the first 1+ weight per cent cobalt. Subsequent cobalt is suspected to form a monolayer substructure beneath the monolayer of MoS$_2$, and perhaps a quasi-bridge between the latter and the tetrahedral sites of the alumina support. This cobalt is also suspected to be the species that reduces to Co$_9$S$_8$ in the H$_2$S flow. Although the cobalt does not itself influence the behaviour of the molybdenum during H$_2$–H$_2$S treatment, it is this bilayer MoS$_2$ on top of the Co$_9$S$_8$ ‘sandwich’ that is postulated to provide the unique HDS catalytic properties of the Co–Mo–S–Al$_2$O$_3$ system.

(g) The metals–support interactions for this catalyst have been shown to have strong negative as well as positive effects. These interactions must depend initially upon the acidity of the support as well as its physical structure. The former effect has been studied by adding sodium to suppress and boron to enhance the acidity of the alumina. These changes have been shown to markedly affect the CoAl$_2$O$_4$ and CoO$_3$ production and also the dispersion and $R_d/R_o$ values for the dopants. Further study is needed to clarify most of these effects.
Finally, it should be noted that the detailed set of XPS studies utilized to study this catalyst have not only employed the traditional areas of spectral analysis but also some of those newer areas described previously in this chapter. For example, Zingg et al.\textsuperscript{188} employed the charging shift to explain some resulting peak broadening that may possibly have been misinterpreted by others. Other novel features in XPS application, however, could perhaps aid in these studies. For example, implementation of the structurally more exact quantitative procedures of Angevine, Vartuli and Delgass,\textsuperscript{83} Kerkhof and Moulign\textsuperscript{84} and even Fung\textsuperscript{85} should improve the layer analyses. In addition, utilization of the Auger parameter\textsuperscript{27} or loss shift analyses\textsuperscript{32} may assist in sulphide detection. In closing, one must not forget the dramatic effects of even small changes in physical conditions. The results of Walton bear this out.\textsuperscript{199}

8.4 Conclusion

The study of heterogeneous catalysis now occupies the time of large numbers of electron spectroscopists. These systems are extremely challenging because of their complicated physical and chemical status. As indicated in the earlier sections of this chapter, researchers have been forced to address such difficult issues as sample charging, \textit{in situ} treatments, intensity and quantitative data from inhomogeneous materials, alternative chemical shifts, etc. Some of these subjects were alluded to in the aforementioned prognostications of Yates,\textsuperscript{2} Yates and Madey\textsuperscript{3} and Fischer.\textsuperscript{4} Many of these areas are, however, novel features, particularly when addressed to applied catalysis.

Hopefully this chapter will have indicated the nature of the contribution of electron spectroscopy (particularly XPS) as a whole to catalysis. Several areas of substantial achievement deserving special mention include:

(a) Perhaps the most anticipated success was the application of XPS to directly detect the chemical changes (particularly in oxidation state) of the aforementioned dopants (e.g. metals, metal oxides, metal sulphides, etc.) during set-up and use of the catalysts. Numerous examples of dopant reduction, e.g. Rh\textsuperscript{III} → Rh\textsuperscript{I} (selective)—Watson and Somorjai\textsuperscript{103}—Re\textsuperscript{VII}—Shipiro \textit{et al.}\textsuperscript{125}—Pt\textsuperscript{II} → Pt\textsuperscript{0} (electron deficient in the presence of germanium)—Bouwman and Biloen\textsuperscript{126}—Pd\textsuperscript{II} → Pd\textsuperscript{0}—Vedrine \textit{et al.}\textsuperscript{143}—Mo\textsuperscript{VI}O\textsubscript{3} → Mo\textsuperscript{V} + Mo\textsuperscript{IV}—Zingg \textit{et al.}\textsuperscript{188}—and also dopant oxidation, e.g. Ru\textsuperscript{0} → Ru\textsuperscript{IV}O\textsubscript{2} on the Y-type zeolite—Pederson and Lunsford\textsuperscript{157}—were described.

(b) One of the major recent achievements of the application of electron spectroscopy to catalysis has been the generation of results directly attributable to metals–support (M–S) and metals–metals (M–M) interactions. Numerous examples of the former have been published,
primarily involving Al₂O₃-supported systems (e.g. Ru-Al₂O₃—Angevine and Delgass₁²⁸—and MoO₃/Al₂O₃ → Al₂(MoO₄)₃—Okamoto et al.₁₈₂,₁₈₃). In general, it has been determined that when strong M–S or M–M interactions occur, the ability of the oxidized form of a dopant to reduce is greatly retarded (e.g. Angevine and Delgass₁²⁸ and Zingg et al.₁₈₈).

(c) The importance of stratification in catalysis has been established and several aspects of this verified by electron spectroscopy. Sometimes inhomogeneities were shown to have positive catalytic effects, e.g. the formation of selective monolayers in the Co–Mo–S system—Gajardo, Grange and Delmon,¹⁹³ Chin and Hercules¹⁹⁶—and in other cases inhomogeneities were shown to adversely affect catalysis, particularly when finite crystallites of platinum metals are produced, e.g. Somorjai and Zaera⁹³ and Mason and Bactzold.¹³⁸ The selective degradation of zeolites and subsequent surface deposition of byproducts was also monitored, e.g. Barr.²₈,⁴₁,¹₅₃

(d) XPS and AES have also been successfully employed to investigate the properties and changes of catalytic promoters. Some of these were metal oxide or sulphide dopants, e.g. Re–S in platinum reforming catalysts (Biloen et al.¹₂⁷), while other promoters were suspected of modifying the support, e.g. F⁻ on Al₂O₃ (Scobert et al.²⁰⁰) and Ce⁺ on Al₂O₃ (Defosse et al.²⁰¹,²⁰²). Equally impressive have been the numerous occasions when electron spectroscopy was employed to detect and characterize catalytic poisons, e.g. carbon on platinum (Somorjai and Zaera⁹³) and Na⁺ on Co–Mo–Al₂O₃ (Lycaurghiotis et al.¹⁹²).

There is no doubt that the potential exists for direct connections between 'basic' and 'applied' catalysis. Examples of these types of studies have been produced by Somorjai and Zaera⁹³ and Ertl.⁶⁷ However, until such efforts are augmented by controlled dopings of metals dispersed onto well-characterized supports (perhaps employing EELS), the direct transference of conclusions will, at best, be speculative. It seems to this author that more effort is also needed from adroit researchers in applied catalysis to, for example, characterize a singularly phased support onto which has been doped selected metals, microscopically dispersed through implementation of STEM observations to corroborate the status of these results. At this point controlled changes may be detected by electron spectroscopy to determine any chemical alterations, while also continuing the microscopic monitoring of the physical status. Efforts on both sides of this present basic–applied barrier should admit some 'penetration' during the balance of the present decade.

In conclusion, application of electron spectroscopy into heterogeneous catalysis during the next eight years should result in:

(a) the useful implementation of EELS to describe supported catalysts;
(b) the realization of direct metals–adsorbate bond information in applied catalysis;
(c) quantum mechanical calculations that correlate with chemical results realized on basic and even some applied catalysts;
(d) direct correlation between structural changes (e.g. defects, dispersions, clustering) and electron spectroscopic results;
(e) quantitative procedures that accurately gauge these chemical and structural variations;
(f) techniques that describe (without overt materials damage) the lateral and depth chemistry of catalyst layers;
(g) truly intercorrelated multitechnique analyses;
(h) dynamic studies in applied as well as basic catalysis; and finally
(i) a number of substantive mechanistic studies in applied catalysis that not only describe the system under study but permit useful predictions of future catalyst systems of enhanced utility.
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Chapter 9

Applications of XPS in Polymer Technology

D. Briggs

Imperial Chemical Industries PLC
Petrochemicals and Plastics Division
Wilton, Middlesbrough, Cleveland, UK

9.1 Introduction

Polymers are increasingly pervasive in materials science: in plastic mouldings, sheets, fibres and films; in composites with inorganic materials; in protective coatings, sealants, adhesives; etc. The impact of XPS in this area of materials characterization has been twofold: firstly through its ability to analyse relatively intractable materials without the need for special sample preparation and secondly through its surface sensitivity.

This chapter first discusses aspects of instrumentation, sample handling and spectral information of especial relevance to the study of polymeric materials. Next the advantages and disadvantages of XPS relative to other applicable techniques are briefly discussed. The rest of the chapter is devoted to examples of the successful application of XPS in this area, concentrating on studies of polymer surface modification for improvement of adhesion, since these have shed much light onto technologically very important but empirically derived processes.

9.2 Sample Handling

No special facilities are required for polymer work in general. Contrary to the expectation of many workers who are used to studying metallic systems, polymer samples do not present serious outgassing problems and can easily be introduced into UHV systems attached to the sample probe or mount by means of double-side adhesive tape (itself polymeric!). Concern is often expressed about the possibility of silicone contamination from the release agents used in adhesive tapes. Clark¹ has reported experiments in which migration of silicones along polymer surfaces and through polymer films (not
under vacuum) was studied by XPS. Both kinds of migration were discerned— that along some surfaces being quite fast (e.g. several centimetres in ten days at room temperature along LDPE). There is therefore a danger of contamination from fairly long-term exposure of samples to tape, e.g. in securing samples for transportation or in the labelling of samples by attachment of self-adhesive labels which require release agents.

Contamination of polymer surfaces does not constitute a major problem provided some care is taken. In general, the sticking coefficients of residual gas molecules on polymer surfaces are rather low; nevertheless, the build-up of hydrocarbon-like material is frequently observed within the timescale of the experiment (indeed this has often been used as an energy reference in the study of polymeric materials which do not present a well-resolved ‘hydrocarbon’ C 1s signal; see Appendix 2). This contamination affects quantification particularly if low kinetic energy peaks (involving electrons of low escape depth) are to be measured, but perhaps more importantly it affects directly the C 1s profile. The contamination almost certainly comes from the X-ray gun window or casing in close proximity to the sample. Working with polymers routinely increases the problem because the spectrometer working pressure is usually significantly greater than base pressure over extended periods due to slow outgassing and loss of volatile low molecular weight constituents. The best preventative measure is regular system bake-out.

In the author’s experience, polymer surfaces, even of those systems containing additives, are reasonably stable (in the sense that spectra are not time-dependent to a significant degree). Prolonged exposure to X-ray beams of typical flux density will often produce visual evidence of damage (discoloration). It has been reported that poly(thiocarbonyl fluoride) depolymerizes extremely rapidly and that poly(vinylidene fluoride) slowly eliminates HF and crosslinks. A recent study of polytetrafluoroethylene (PTFE) has followed the surface changes under prolonged X-irradiation and the nature of the species lost from the surface in some detail. Of the common polymers those containing chlorine, especially poly(vinyl chloride), seem to be the most sensitive to X-ray damage. Another source of damage is through thermal effects. Since the X-ray gun in some instruments can get very warm, the surfaces of good thermal insulators can then suffer appreciable temperature increases, giving rise to surface degradation, migration and/or loss of additives, etc. Cooling the sample holder may mitigate these effects in such instruments.

9.3 Instrumentation

A fundamental problem in polymer surface analysis is the occurrence of charging effects due to the insulating nature of the materials, although with conventional X-ray sources the effect is usually not greater than 5 V. As might be anticipated, the magnitude is a strong function of surface composi-
tion, all other factors (especially X-ray flux and sample position) being equal. When a monochromated X-ray beam is employed the situation is much worse (largely because the window separating the X-ray source from the sample, which provides the stabilizing electrons for insulating surfaces, is now much more remote from the sample and cannot provide sufficient electron flux). In this case it is mandatory that some form of charge neutralization is used—usually a ‘flood gun’ to provide a low-energy electron flux over the sample surface (see Appendix 2).

In general the preferred excitation source is Mg Kα since this leads to the smallest peak widths. A dual-anode source (usually Mg Kα and Al Kα) is useful in cases where overlap occurs between a core level of interest and an X-ray excited Auger peak. For example, with Mg Kα there is a strong interference between C 1s and Na KLL and between Na 1s and C 1 LMM. The usefulness of monochromated X-rays (perforce with Al Kα) in studying polymers is debatable. Compared with using Mg Kα under the highest resolution conditions the improvement in resolution is not very significant and very careful charge compensation is required before this can be achieved. Data-collection times may be long (reduced X-ray flux) but X-ray satellites which can be a nuisance are removed (see Chapter 3). On the other hand, data processing of normal (e.g. Mg Kα) spectra can easily perform this function (see Appendix 3).

One particular instrumental facility which stands out in polymer surface analysis is the ability to charge the angle between the sample surface and the
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Figure 9.1 Schematic representation of oxygen–depth profiles from angular variations measurements on polymers surface oxidized in different ways: (a) ‘corona’ discharge treated polyethylene; (b) hot pressed polyethylene; (c) plasma oxidized polystyrene. (Reprinted with permission from Dilks. Copyright 1981 American Chemical Society)
analyser entrance slit (see Chapter 2). In many cases of interest there are marked concentration profiles within the XPS sampling depth, and since argon ion etching is an inappropriate technique for polymer depth profiling (due to rapid structural and compositional alteration), non-destructive profiling by angular variation techniques assumes increased importance. A simple, but telling, example is provided in Figure 9.1.

9.4 Spectral Information

9.4.1 The information depth

The depth from which information is obtained is governed by the inelastic mean free part (IMFP) of electrons in a solid (\( \lambda \)). As discussed in Chapter 4, 95 per cent of the observed photo-electron signal derives from a layer \( 3 \lambda \) thick (for a flat surface) where \( \alpha \) is the 'take-off angle' of the electrons relative to the surface.* The appropriate values of \( \lambda \) for polymers has been the subject of controversy, largely because two different procedures for their determination led to different results and because data from Langmuir–Blodgett (LB) films of organic materials were assumed to be comparable. Recent work on IMFPs of electrons in LB films strongly suggests this assumption to be invalid.\(^6\) An excellent account of the issues involved in polymer IMFPs has been given\(^7\) which concludes that \( \lambda \) values for polymers are similar to those for typical metals and inorganic materials.

As discussed in Chapter 4, non-destructive depth profiling can also be carried out by observation of the variation of relative intensities with KE (e.g. Clark's experiments\(^1\) using Mg \( K\alpha \) and Ti \( K\alpha \) to excite polymer core levels) or by following changes in the relative intensity of two core levels widely separated in KE, e.g. O 1s/O 2s or F 1s/F 2s. This latter measurement is particularly useful for studying the thickness of modified layers containing oxygen or fluorine on a substrate in which these elements are absent. The 1s/2s ratio is at a minimum for layers of thickness \( \approx 3 \lambda_{(2s)} \sin \alpha \) (i.e. equal to the value for homogeneous materials) and increases as the thickness of the modified layer decreases. An example is given in Section 9.6.2.2.

9.4.2 Core-level binding energies

Over the last ten years Clark and others\(^8\) have created a large body of literature on this subject through the study of pure polymers and model small molecules coupled with theoretical calculations, much of it recently reviewed by Dilks.\(^9\) From these data some simple summaries can be made.

* For comparison with Chapter 5, \( \alpha = 90 - \theta \), where \( \theta \) is the angle with respect to the surface normal.
9.4.2.1 C 1s binding energies

(a) Carbon bound to itself and/or hydrogen only, no matter what hybridization gives C 1s = 285.0 eV (often used as a binding energy reference).

(b) Halogens induce shifts to a higher binding energy which can be broken down into a primary substituent effect (i.e. on the carbon atom directly attached) and a secondary substituent effect (on the neighbouring carbon atom(s)). These shifts, per substituent, are approximately:

<table>
<thead>
<tr>
<th>Halogen</th>
<th>Primary shift, eV</th>
<th>Secondary shift, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>2.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Cl</td>
<td>1.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Br</td>
<td>1.0</td>
<td>&lt;0.2</td>
</tr>
</tbody>
</table>

(c) Oxygen induces shifts to higher binding energy by ≈1.5 eV per C—O bond (thus O—C—O and ≥C=O give similar C 1s binding energies, etc). The secondary effect of X in C—O—X is small (±0.4 eV) except in the case of X = NO₂ (nitrate ester) which produces an additional shift of 0.9 eV.

(d) Nitrogen functionalities have a primary substituent effect which is markedly dependent on the nature of the substituent. Thus C 1s shifts for —N(CH₃)₂, —NH₂, —NCO and —NO₂ are 0.2, 0.6, 1.8 and 1.8 eV, respectively. Both carbon atoms in —CH₂—C≡N suffer a shift of ≈1.4 eV. The C 1s shift induced by —ONO₂ is ≈2 eV.

9.4.2.2 O 1s binding energies

O 1s BEs from most functionalities fall within a narrow range of ≈2 eV around 533 eV. The extremes are seen in carboxyl and carbonate groups in which the singly bound oxygen has the higher BE.

9.4.2.3 N 1s binding energies

Many common nitrogen functionalities given N 1s BEs in the narrow region 399–401 eV. These include —CN, —NH₂, —OCONH— and —CONH₂. Quarternization, as in —NH₃⁺, only increases the BE by ≈1.5 eV above that of the free amine, largely because of the effect of counterion.

Oxidized nitrogen functions have much higher N 1s BEs: —ONO₂ (=408 eV), —NO₂ (=407 eV) and —ONO (=405 eV).

9.4.2.4 Other core levels

The only other atoms with a variable oxidation state commonly encountered in polymers are sulphur and silicon. The primary effect of sulphur on the C 1s
BE is very small (≈0.4 eV measured in a polysulphone). However, S 2p BEs cover a reasonable range: R—S—R (≈164 eV), R—SO$_2$—R (≈167.5 eV), R—SO$_3$H (≈169 eV).

There have been few reports of Si 2p BEs. Typical silicones having the polysiloxane structure —OSiR$_2$O— give Si 2p ≈ 102 eV.

It is also worth noting that halide ions can be distinguished from covalently bound halogen. In the case of fluorine the F 1s BE for F$^-$ is ≈4 eV lower than for C—F (typically 689 eV) whilst the Cl 2p BE for Cl$^-$ is ≈2 eV lower than C—Cl (typically 201 eV).

9.4.3 Shake-up satellites

As noted in Chapter 3 shake-up satellites are expected for all polymeric systems containing unsaturation. However, they have only been studied in detail for hydrocarbon polymers with pendant aromatic groups, particularly substituted polystyrenes. These studies show the shake-up satellite to be typically 6–7 eV to low KE of the primary C 1s peak, asymmetric and sometimes distinctly double peaked and to be up to ≈8 per cent of the intensity of the main peak. The structure is undoubtedly due to two transitions involving excitation from the two filled orbitals $b_{1u}$ and $a_{2u}$ to the unoccupied $b^*_u$ orbital (i.e. $\pi \rightarrow \pi^*$). These satellites are therefore indicative of aromaticity in a material. Figure 9.2 shows the use of satellite intensity to follow surface damage to polystyrene during SIMS examination.\footnote{9}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9_2.png}
\caption{$\pi \rightarrow \pi^*$ shake-up satellite in the C 1s spectrum of polystyrene and its virtual elimination after a dose of 1.6 \times 10^{14} \text{ Ar}^+ \text{ cm}^{-2} (4 \text{ keV energy}). Note also the broadening of the core-level peak. (After Briggs and Wootton\textsuperscript{10})}
\end{figure}
Attempts have been made to use $\pi \rightarrow \pi^*$ shake-up satellites for surface structure determination when core-level signals alone are inadequate for this purpose, e.g. by Clark and Dilks\textsuperscript{11} in a study of alkane–styrene copolymers. This approach demands that the relative intensity of the satellite to the primary C 1$s$ signal is invariant to matrix variation (change in copolymer composition, overall crystallinity, etc). That this constraint may not hold has been indicated by O'Malley, Thomas and Lee\textsuperscript{12} in their study of polystyrene–ethylene oxide block copolymers.

The occurrence of shake-up satellites from vinylic unsaturation, at $\approx 7$ eV from the primary C 1$s$ peak, has been invoked in the determination of the structure of polyhexafluorobut-2-yn\textsuperscript{13} and to rationalize discrepancies in F/C stoichiometries from plasma polymerized fluoroethylenes.\textsuperscript{14} Atoms directly attached to unsaturated centres will also be accompanied by shake-up satellites, and this may have some analytical value.

### 9.4.4 Valence band spectra

The fingerprinting capacity of polymer valence band spectra has already been mentioned in Chapter 3. Figure 9.3 gives an example in which purely hy-

![Diagram of Valence Band Spectra](#)

**Figure 9.3** Valence band spectra from the hydrocarbon polymers: low-density polyethylene (LDPE), polypropylene (PP) and poly(but-1-ene) (PB). All these polymers give identical C 1$s$ spectra.
drocarbon polymers are distinguished. The whole subject has been carefully researched both experimentally and theoretically by Pireaux and colleagues and their results have recently been reviewed. These workers have published high-resolution spectra, obtained with an X-ray monochromator, of polymers containing oxygen, fluorine and chlorine as well as hydrocarbon polymers. They have also demonstrated the sensitivity of valence band spectra to various types of isomerization (structural-, linkage- and stereo-), as well as to tacticity and geometrical conformation.

9.4.5 Functional group labelling (derivatization)

As noted in Section 9.4.2.1, there is a lack of specificity in core-level BEs, many functional groups giving rise to similar 'shifts'. This problem is even

<table>
<thead>
<tr>
<th>Functional group</th>
<th>Reagent</th>
<th>Product</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C=O</td>
<td>Br₂</td>
<td>C-Br</td>
<td>16, 17, 18</td>
</tr>
<tr>
<td>C=O</td>
<td>Hg(CF₃COO)₂</td>
<td>C-Hg(CF₃COO)</td>
<td>19</td>
</tr>
<tr>
<td>C=O</td>
<td>Cl₃CH₂OH</td>
<td>C-OCH₂CCl₃</td>
<td></td>
</tr>
<tr>
<td>CH₂OH</td>
<td>(CF₃CO)₂O</td>
<td>CH₂OCO(CF₃)</td>
<td>19, 20</td>
</tr>
<tr>
<td>CH₂OH</td>
<td>Ti(acac)₂OPr₂</td>
<td>CH₂OTi(acac)OPr</td>
<td>21</td>
</tr>
<tr>
<td>C=C=O</td>
<td>ClCH₂COCl</td>
<td>C-OC(C₂H₅)</td>
<td>21</td>
</tr>
<tr>
<td>CH₂-C=O</td>
<td>Br₂</td>
<td>C-Br</td>
<td>21, 22</td>
</tr>
<tr>
<td>C=C=O</td>
<td>COH₅NH=NH₂</td>
<td>C-N=NH(C₆H₅)</td>
<td>21, 22, 19</td>
</tr>
<tr>
<td>COOH</td>
<td>NaOH</td>
<td>COO⁻Na⁺</td>
<td>19-23</td>
</tr>
<tr>
<td>COOH</td>
<td>BaCl₂</td>
<td>(COO⁻)₂Ba²⁺</td>
<td>24, 25</td>
</tr>
<tr>
<td>COOH</td>
<td>CF₃CH₂OH</td>
<td>COOCH₂CF₃</td>
<td>19</td>
</tr>
<tr>
<td>COOH</td>
<td>C₆H₁₁NCN₆H₁₁</td>
<td>COOH₃C₆H₅</td>
<td>19</td>
</tr>
<tr>
<td>COOH</td>
<td>(1) KOH (2) C₆F₅CH₂Br</td>
<td>COOH₂C₆F₅</td>
<td>19</td>
</tr>
<tr>
<td>COOH</td>
<td>TiOCl₂H₅</td>
<td>COO⁻Ti⁺</td>
<td>23</td>
</tr>
<tr>
<td>C-OOH</td>
<td>SO₂</td>
<td>C-OOSO₂OH⁻</td>
<td>21</td>
</tr>
<tr>
<td>NH₂</td>
<td>C₆F₅CHO</td>
<td>N=CHC₆F₅</td>
<td>19</td>
</tr>
<tr>
<td>NH₂</td>
<td>C₂H₅S-COCF₃</td>
<td>NH-COCF₃</td>
<td>26</td>
</tr>
</tbody>
</table>
more pronounced when several such groups are present in the surface, since individual peaks overlap and the whole system suffers from broadening due to substituent secondary effects. Several workers have attempted to overcome these problems by using specific derivatizing agents which react with one functional group and label it with a distinctive element. This procedure may have the additional advantage of increasing the detection sensitivity if the new element has a higher cross-section than, for example, carbon, nitrogen or oxygen. Table 9.1 lists the reactions which have so far been investigated.

The reader is referred to the original literature for reaction conditions and estimates of success. Besides being specific, the derivatizing reaction should proceed rapidly under mild conditions and any necessary solvent should be benign. These last two conditions can be difficult to meet. Reactions which proceed rapidly at room temperature in the solution phase are often sterically hindered in the polymer surface layers. Solvents which permeate into the polymer are likely to aid reaction but may, at the same time, give rise to surface reorganization, e.g. functional group migration into the bulk. This aspect of derivatization has been studied in some depth by Everhart and Reilley.27,28

9.5 Comparison of XPS with Other Techniques29

Before the advent of XPS, virtually the only technique available for studying polymer surfaces was reflection infra-red spectroscopy (either attenuated reflection (ATR) or multiple internal reflection (MIR) spectroscopy). This technique requires fairly large samples with flat or easily deformable surfaces and typically gives information pertaining to \( \approx 1 \mu m \) into the material. In recent years Fourier transform infra-red (FT-IR) techniques have allowed surface sensitivity to be improved and sample size to be decreased, but even in the most favourable cases FT-IR cannot match the sensitivity of XPS. However, in systems with variable composition within the range 0–1 \( \mu m \) the two techniques are complementary and can effectively be used in tandem (see, for example, Ref. 30).

The application of AES in this field has commonly been discounted on the grounds of unacceptably high rates of radiation damage. However, this problem could not really be addressed because severe charging problems effectively prevented the acquisition of spectra. Very recently, van Ooij31 has shown that small-area analysis can be achieved if the surface is first coated with a particular thickness of gold, followed by its removal by ion etching. This technique allows SEM features (observed in situ before sputtering) to be studied with respect to their surface elemental composition. It seems that surface graphetization results from this process so the technique has obvious limitations, but inorganic particulate analysis in polymeric matrices (an important area) is possible. Of course, in principle this overcomes the inabil-
ity of XPS to give spatially resolved information. A similar goal was behind Briggs' study of the applicability of SIMS to polymer surface analysis.

Results of a systematic study\textsuperscript{10} of practical problems gave grounds for optimism that spatial resolution of \(\approx 100 \, \mu\text{m}\) would be possible, and molecular imaging at this resolution has recently been demonstrated.\textsuperscript{32} Fast atom bombardment mass spectrometry (FABMS), in which the ion beam of SIMS is replaced by a neutral beam, gives equivalent data without the need for charge neutralization\textsuperscript{33} but cannot, of course, be used for high spatial resolution work. Further studies\textsuperscript{34} are now demonstrating the molecular fingerprinting capability of SIMS and FABMS and their potential for increased surface sensitivity over XPS. For ultimate surface sensitivity, also with the possibility of spatial resolution, ISS has potential. As with SIMS, this technique is just beginning to be applied to polymeric surfaces.

Another vibrational spectroscopy with much potential in this area is Raman spectroscopy. Spectra from thin polymer films have been described and with the Raman microprobe it is possible to analyse polymeric materials at high spatial resolution (\(\approx 1 \, \mu\text{m}\)) whilst sampling the first few micrometres. The great advantage of the vibrational spectroscopies described in this section is their ability to comment on morphology (e.g. chain conformation, crystallinity, orientation), which is a very important aspect of polymeric structure. The other techniques cannot do this.

Despite the lack of spatial resolution (this may not always be so!) XPS has had a dramatic impact on polymer surface analysis. This is undoubtedly because the technique gives elemental composition without major quantification problems and a fair degree of structural information, and does not suffer unduly from sample charging or radiation damage effects. In addition, sample shape is not restricted so that 'as received' materials of all types can usually be handled, subject only to overall dimensional considerations.

### 9.6 Application of XPS to Polymer Surface Analysis Problems

#### 9.6.1 Some general considerations

The ability to detect small quantities of material on polymer surfaces merely through the appearance of characteristic core levels may seem to be a trivial point. The common polymers are comprised of a small number of elements and, furthermore, these have simple XP spectra (generally C 1s plus one or two peaks from O 1s, N 1s, F 1s and Cl 2s,2p). However, common additives or contaminants contain additional elements such as S, P, Si, Al, Na, K, Br, Sn, Cr, Ni, Ti, Zn, Ca, Sb, Ge and the presence of these materials, even in very low concentrations, can therefore be detected very simply. The ability to detect such elements, especially on small or irregular 'as received' samples is invaluable in trouble-shooting or quality control operations which involve
surface properties. These include optical properties (e.g. haze, gloss, stains), adhesive properties (e.g. wettability, printability, bondability, heat sealability and releaseability), electrical properties (e.g. static chargeability) and general processing and machine handling properties (e.g. friction and ‘blocking’ of film in reels). Specific contaminants can also lead to surface crazing and cracking of many plastics.

Additives in plastics and polymeric materials include agents to prevent oxidation (thermal and photochemical), to neutralize acidity, to promote fire

Figure 9.4 Survey-scan spectra from the surfaces of low-density polyethylene (LDPE) mouldings: (a) specimen exhibiting unacceptable surface cracking; (b) normal specimen. The cracked specimen has become contaminated on the surface with a silicone, probably of the type used as a mould-release aid, which is a stress corrosion agent for LDPE.
retardancy and to aid processing. These are usually intended to be well distributed throughout the bulk but in certain circumstances surface segregation may take place. Agents to lower surface friction, to increase surface conductivity and to prevent 'blocking' are intended to migrate to the surface. In some cases they may not do so; in other cases they may migrate across interfaces.

Figure 9.5 Survey-scan spectra from the surfaces of 'polypropylene' packaging films. This material is coated on both sides with a vinylidenedichloride copolymer (which improves the barrier properties of the film towards diffusion of oxygen and water) and subsequently printed on one side. Both spectra are from the non-printed surface which is required to heat-seal to itself in packaging operations: (a) specimen exhibiting almost total loss of heat-sealing under normal conditions, (b) normal specimen. Heat-seal failure is due to the presence of a titanium complex, an adhesion-promoting ink component which has migrated from the 'cured' ink to the non-printed film surface during contact in the stored reel. The degree of contamination is evidenced by the marked reduction in intensity of the Cl 2p peak and the disappearance of the much lower energy Cl LMM peak.
through contact with another surface. Filler and pigment particles are often surface coated and material from this coating may pass into the polymer matrix and thence to the surface.

Surface segregation of emulsifier and stabilizer molecules used in some polymerization processes is a frequent occurrence. Common contaminants

![Image of survey-scan spectra from the surfaces of poly(ethyleneterephthalate) (PET) packaging films. This material has been vacuum-metallized on one side with a thin aluminium layer for improved gas-barrier and decorative effect. Both spectra are from the non-metallized surface: (a) specimen exhibiting reduced heat sealing and poor printability, (b) normal specimen. Abnormal behaviour is the result of enhanced adhesion between the two film surfaces (metal oxide and PET) during storage in a reel (mechanism not understood). On subsequent unwinding some aluminium containing material is transferred, contaminating the PET surface.](image-url)
generally are polymerization catalyst residues, lubricating oils and greases, mould release agents and dust. Typical examples of the power of simple element detection are shown in Figures 9.4 to 9.6.

An increased level of complexity is provided by thin layers of material which do not contain distinguishing elements. For example, Figure 9.7 shows C 1s and O 1s spectra from two sides of a poly(ethyleneterephthalate) (PET) film chemically modified on one side for adhesion enhancement. The modified layer thickness is too thin for analysis by reflection IR. No new core-level peaks are introduced and high resolution spectra need to be recorded. However, with a knowledge of appropriate relative elemental sensitivity factors stoichiometries can be obtained. The PET side is easily identified by the shake-up satellite (see Section 9.4.3).

Examples of this type of analysis by XPS have been described, amongst others, by Ratner and colleagues for polymers of importance in biomedical applications. Thus the surfaces of polyurethane materials (often used in the form of extruded tubes) show markedly varying compositions due to migration of oligomeric fractions rich in one component of the copolymer and to contamination pick-up.\(^{35}\) Model surfaces prepared by casting purified polymers from solution also show variable composition depending on whether the surface was in contact with the substrate (e.g. cleaned glass) or air. Surface

![Figure 9.7 Core-level spectra from two sides of poly(ethyleneterephthalate) film chemically modified on one side for adhesion enhancement. Note the obvious \(\pi \rightarrow \pi^*\) shake-up peak from the PET surface (side 2)]
compositions derived from quantified XPS analyses are now revealing correlations with surface properties, e.g. blood platelet consumption. In the same field XPS has shown that radiation-grafted hydrogels have surface compositions which may be drastically altered by changes in the degree of hydration (these changes can, of course, be induced by the high vacuum of the instrument and special sample-cooling techniques have been described to overcome the problems). Figure 9.8 illustrates this effect.

Figure 9.8  C 1s spectra from acrylamide (hydrogel) radiation-grafted onto silicone rubber: (a) 160 K (hydrated), (b) 303 K (dehydrated). Dehydration led to disappearance of the N 1s signal (from acrylamide) and to a substantial increase in the Si 2p signal (from the silicone substrate). The data point to an almost total migration of the hydrogel into the substrate on dehydration. (After Ratner et al. 56)
It is not the intention in this chapter to catalogue the application of XPS in the analysis of polymer surfaces. This has previously been done in a review\textsuperscript{37} by the present author covering the literature up to 1977 (including the important area of fibres and textiles) and the examples discussed therein are still entirely representative. A literature update is provided in the bibliography at the end of the chapter. Instead, activity in one particular (and large) field, that of polymer surface modification, will be discussed in some detail as a case history, in order to best illustrate the strengths and limitations of XPS.

9.6.2 Polymer surface modification

9.6.2.1 Fluorinated systems

The early days of XPS application to structural studies of polymers were dominated by the study of fluorinated systems for the simple reason that fluorine, as the most electronegative element, induces the largest chemical shift in C 1s BEs. Hence different structural units in polymers are the most easily identified from C 1s spectra in highly fluorinated materials. For the same reason surface modification studies were initially concerned with treatment of polytetrafluoroethylene (PTFE).

Adhesive bonding of PTFE can be achieved following pre-treatment in a number of ways, the most widely used treatments being sodium-liquid ammonia and sodium-naphthalene-THF. Independent studies of both treatments by von Brecht, Mayer and Bindef\textsuperscript{38} and of the former treatment by Dwight and Riggs\textsuperscript{39} led to the conclusion that the treatments lead to surface defluorination and the production of a highly unsaturated carbonaceous surface layer, which subsequently reacts with O\textsubscript{2}–H\textsubscript{2}O on exposure to air. Even at this early stage the inability of XPS to comment on the form of groups involving only carbon (or carbon bound to hydrogen) was appreciated and the reaction with Br\textsubscript{2} was used by both groups to gain some quantitative insight into unsaturation levels. (We now know that the oxygen-containing groups in the surface would complicate this interpretation.) Dwight and Riggs also observed\textsuperscript{39} the further behaviour of the modified layer on abrasion, weathering, etc., as shown in Figure 9.9. This was also probably the first study which followed the relationship between contact angles and surface composition as determined by XPS. Collins, Lowe and Nicholas\textsuperscript{40} also published at this time a study of the glow discharge treatment of PTFE in ammonia and, in less detail, in air. The five-component C 1s signal from the surface at equilibrium (NH\textsubscript{3} discharge) was not assigned but defluorination and incorporation of oxygen- and nitrogen-containing groups was obvious. The increased wettability and adhesion of this surface could be reversed by nitric-perchloric acid treatment. XPS showed this to be due to the removal of the modified layer from unmodified PTFE.
Figure 9.9 XPS and contact angle data from 'Teflon' FEP (copolymer of perfluoropropylene with tetrafluoroethylene) before and after various surface treatments. (Reproduced from Dwight and Riggs by permission of John Wiley & Sons, Inc.)
With the increased understanding derived from studies of simple fluoropolymers Clark et al. were able, some two years after the above studies, to embark on the identification of species arising from the surface fluorination of high-density polyethylene. The complexity of the resulting C 1s profiles is illustrated by Figure 9.10, as is the reliance on curve resolution for detailed assignments. For the first time this study made a serious attempt to obtain a quantitative estimate of the distribution of modifying species in terms of structural type and depth distribution. The F 1s/F 2s peak intensity ratio was used for the purpose of investigating the latter, particularly as a function of reaction time.

These advantages of fluorinated systems were also used by Clark and Dilks in a model study of the CASING (cross-linking by activated species of inert gases) process. The model polymer was an alternating random copolymer of ethylene and tetrafluoroethylene (52 per cent TFE) which gives a simple C 1s spectrum consisting of only two peaks due to —CH₂— and —CF₂— groups. In the argon plasma used the cross-linking of the surface could be followed through the loss of fluorine and formation of CF groups. Use of the F 1s/F 2s intensity ratio, angular variation technique and quantified peak intensity data allowed the kinetics of the process to be described in terms of both direct and radiative energy transfer to the polymer surface and subsurface, respectively.

Figure 9.10  C 1s and F 1s spectra from the surface of high-density polyethylene after fluorination in F₂/N₂. (Taken from Clark et al.)
More recently Dilks\textsuperscript{9,14} has used XPS to study polymer synthesis in glow discharges ('plasma polymerization'). Again the systems are highly fluorinated. The object of this work is to study the relationship between the structure of the monomer fed into the discharge, the composition of the resulting polymer (which is deposited as a thin film) and parameters which characterize the discharge and the system geometry. The kinetics of the polymerization process can also be elucidated. Figure 9.11 illustrates the spectra obtained and the deconvolutions required to quantitatively interpret the C 1s spectrum. Plasma polymerization onto wool fibre surfaces and plasma treatment of textiles to modify surface properties, with XPS studies, has been discussed by Millard.\textsuperscript{43}

9.6.2.2 Polyolefins

Attractive as they are for model XPS studies, fluoropolymers fill only a very small part of the total polymer spectrum either in terms of annual production or range of end use. Polyolefins (low- and high-density polyethylene, poly-
propylene and a wide range of copolymers involving ethylene, propylene and higher \( \alpha \)-olefins) are the dominant class, and surface modification of these materials is essential for their successful use in a wide range of applications. This is partly because the surfaces of the materials, being non-polar, have low surface energy and inherently poor wetting and adhesion characteristics, although the reasons have been the subject of a great deal of controversy for many years.\(^{44}\)

XPS studies have cast much light on this subject. Since 1976, Briggs and colleagues have carried out a systematic study of commercial pre-treatments and other processes which lead to improved adhesion characteristics—chromic acid etching,\(^{30,45}\) melting against aluminium,\(^{17}\) thermal oxidation,\(^{46}\) ozone treatment,\(^{46}\) flame treatment\(^{47}\) and electrical ('corona') discharge treatment.\(^{21,22,48,49}\) Two of these studies will be discussed in some detail since they illustrate several important aspects of XPS application.

Chromic acid (\( K_2Cr_2O_7/H_2O/H_2SO_4 \)) etching of polyolefinic surfaces\(^{50}\) leads to severe roughening. Water contact angles on LDPE and HDPE fall rapidly as etching proceeds but in the case of PP a minimum is reached after a short time, followed by an increase to a plateau value close to that of the untreated surface. Reflection IR shows chemical modification (oxidation and sulphonation) in the case of LDPE but not HDPE or PP. This evidence might suggest that increased adhesion is the result of surface roughening or merely the removal of a 'weak' surface (or 'boundary') layer. Some of the XPS data from these polymer surfaces after treatment with chromic acid solutions and, for comparison, after concentrated sulphuric acid treatment are shown in Table 9.2.\(^{30,44}\) The BE of the S'2p peak which appeared after treatment was consistent with the presence of $-SO_3H$ groups and a limited quantification of the data is shown assuming all sulphur is in this form. The adhesion data (lap shear strength of adhesive joints using an epoxy adhesive) show a clear correlation with the degree of oxidation (expressed in terms of the number of carbon–oxygen functions with an assumed constant average stoichiometry) but not with the $-SO_3H$ group concentration. For homogeneous samples the O 1s/O 2s intensity ratio (under the experimental conditions employed) is $\approx 10$. Following the discussion in Section 9.4.1 it is clear from the O 1s/O 2s intensity ratio data that the thickness of the oxidized layer on PP is much less than that on LDPE after similar treatments (and for PP always less than the O 2s sampling depth, i.e. $<100 \text{ Å}$) and that the degree of oxidation of the PP surface rapidly reaches an equilibrium. The XPS data suggests that a very thin equilibrium layer of oxidized polymer exists on PP during chromic acid treatment with continuous loss of material into solution, whereas LDPE continues to oxidize both in degree and in depth with exposure time. This accords with weight loss measurements. Angular dependent O 1s/C 1s intensity ratio data at low treatment levels (when roughness is not developed) further support this interpretation. Developing roughness does not affect the XPS interpreta-
<table>
<thead>
<tr>
<th>Polymer</th>
<th>Etching conditions</th>
<th>C/S atomic ratio</th>
<th>O/S atomic ratio</th>
<th>C atoms with SO$_3$H groups, %</th>
<th>O (not in SO$_3$H groups) to total C, % O/C</th>
<th>Lap shear strength, MN/m$^2$</th>
<th>Failure type</th>
<th>O 1s O 2s$^\dagger$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDPE</td>
<td>None</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>LDPE</td>
<td>Conc. H$_2$SO$_4$ 1 h at 70 °C</td>
<td>36.8</td>
<td>3.2</td>
<td>2.7</td>
<td>0.25</td>
<td>0.55</td>
<td>1</td>
<td>11.6</td>
</tr>
<tr>
<td>LDPE</td>
<td>Acid B*</td>
<td>198</td>
<td>9.1</td>
<td>0.5</td>
<td>3.1</td>
<td>4.8</td>
<td>1 + M</td>
<td>—</td>
</tr>
<tr>
<td>LDPE</td>
<td>Acid A*</td>
<td>269</td>
<td>12.7</td>
<td>0.4</td>
<td>3.6</td>
<td>7.5</td>
<td>M</td>
<td>13.0</td>
</tr>
<tr>
<td>LDPE</td>
<td>Acid A</td>
<td>80.0</td>
<td>10.4</td>
<td>1.3</td>
<td>9.3</td>
<td>7.6</td>
<td>M</td>
<td>9.2</td>
</tr>
<tr>
<td>LDPE</td>
<td>30 min at 70 °C</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LDPE</td>
<td>Acid A</td>
<td>47.1</td>
<td>9.5</td>
<td>2.1</td>
<td>13.9</td>
<td>9.5</td>
<td>M</td>
<td>9.9</td>
</tr>
<tr>
<td>HDPE</td>
<td>None</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.52</td>
<td>0.38</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>HDPE</td>
<td>Conc. H$_2$SO$_4$ 1 h at 70 °C</td>
<td>64.3</td>
<td>4.2</td>
<td>1.6</td>
<td>1.8</td>
<td>3.5</td>
<td>1</td>
<td>18.2</td>
</tr>
<tr>
<td>HDPE</td>
<td>Acid B</td>
<td>145</td>
<td>9.2</td>
<td>0.7</td>
<td>4.3</td>
<td>7.0</td>
<td>M</td>
<td>25.1</td>
</tr>
<tr>
<td>HDPE</td>
<td>5 s at 20 °C</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PP</td>
<td>None</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>PP</td>
<td>Conc. H$_2$SO$_4$ 1 h at 70 °C</td>
<td>262</td>
<td>9.7</td>
<td>0.4</td>
<td>2.6</td>
<td>1.1</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>PP</td>
<td>Acid B</td>
<td>382</td>
<td>14.5</td>
<td>0.3</td>
<td>3.3</td>
<td>2.8</td>
<td>1</td>
<td>35.9</td>
</tr>
<tr>
<td>PP</td>
<td>5 s at 20 °C</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PP</td>
<td>Acid A</td>
<td>283</td>
<td>16.2</td>
<td>0.4</td>
<td>4.6</td>
<td>4.7</td>
<td>1</td>
<td>22.7</td>
</tr>
<tr>
<td>PP</td>
<td>1 min at 20 °C</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PP</td>
<td>Acid A</td>
<td>261</td>
<td>13.5</td>
<td>0.4</td>
<td>4.0</td>
<td>11.2</td>
<td>M</td>
<td>13.7</td>
</tr>
</tbody>
</table>

*Acid A 'normal' chromic–sulphuric acid (K$_2$Cr$_2$O$_7$/H$_2$O/H$_2$SO$_4$ = 7/12/150 by weight); acid B as acid A but 1/100th concentration with respect to K$_2$Cr$_2$O$_7$.

$^\dagger$I, apparent interfacial failure; M, material failure.

$^\ddagger$For a homogeneous sample O 1s/O 2s = 10.
tion but markedly interferes with contact angle measurements as noted. The XPS data point to the overriding importance of surface oxidation and expose the inadequacy of reflection IR (as routinely used) for commenting on modification regimes of <100 Å.

A preferred etchant for treating PP mouldings prior to electroless metal plating (e.g. for decoration or polymer–metal lamination) is CrO$_3$–H$_2$O. Residual chromium has been shown to be important in achieving optimum metal adhesion to the polymer surface. Figure 9.12 shows XPS data from LDPE treated with this reagent.$^{30}$ Note the sharp maximum in chromium surface concentration and the close correlation of surface oxidation level with adhesion of the surface to an epoxide adhesive, as discussed for chromic–sulphuric acid treatment previously. The Cr 2p BE and the Cr 2$p_{1/2}$–2$p_{3/2}$ spin–orbit splitting were found to be indicative of the Cr$^{VI}$ oxidation state. Figure 9.13 shows the corresponding high-resolution C 1s spectra for Figure 9.12. The high BE shoulder indicates domination by carbonyl groups initially but by carboxylate groups in the later stages of oxidation (confirmed by reflection IR), the transition point coinciding approximately with the maximum chromium concentration. The XPS data are consistent with likely oxidation mechanisms involving chromate ester intermediates. The three main sites for oxidative attack in LDPE are double bonds, tertiary carbons (branch points) and methylene groups. From the MIR evidence it appears that the

![Figure 9.12](image)

Figure 9.12. CrO$_3$–H$_2$O etching of LDPE as a function of time at 25 °C. ○ O 1s intensity (10$^4$ counts/s f.s.d.); ● Cr 2$p_{3/2}$ intensity (10$^3$ counts/s f.s.d.); ▲ lap shear strength of adhesive joint (to epoxide adhesive). (After Briggs et al.$^{30}$)
first of these is relatively inert. Well-known mechanisms for reaction of the other two sites are as follows:

\[
\begin{align*}
\text{R}_3\text{CH} + \text{H}_2\text{CrO}_4 & \rightarrow \text{R}_3\text{C} \equiv \text{OH} + \text{Cr}^{IV} \\
\text{R}_2\text{CH}_2 + \text{H}_2\text{CrO}_4 & \rightarrow \text{R}_2\text{CHOH} + \text{Cr}^{IV} \\
\text{Cr}^{VI} + \text{Cr}^{IV} & \rightarrow 2\text{Cr}^{V} \\
\text{R}_2\text{CHOH} + \text{Cr}^{IV}/\text{Cr}^{III} & \rightarrow \text{R}_3\text{C} \equiv \text{O} + \text{Cr}^{IV}/\text{Cr}^{III}
\end{align*}
\]

etc.

The final stable state of Cr is Cr\(^{III}\). This could be present on the surface as a complex such as:

\[
\text{HO} \quad \text{OH}
\begin{array}{c}
\text{Cr}^{III}(\text{H}_2\text{O})\_n \\
\text{O} \\
\text{CH}_2 \equiv \text{C} \equiv \text{CH}_2 \\
\text{CH}_3
\end{array}
\]

Further oxidation must result in chain cleavage and eventually in the production of carboxylic acids, but the mechanisms for these reactions are not well understood.

At the point where the chromium concentration at the surface is a maximum, calculation shows that there are \(~3\) chromium atoms per thousand carbon atoms. LDPEs typically contain about 20–30 branch points per thousand carbon atoms, but these are distributed between amorphous and less accessible crystalline phases. It is therefore not unreasonable to suggest that the chromium is bound as a Cr\(^{III}\) complex following attack at a tertiary carbon atom. Further oxidation at this site will lead to formation of a carboxylic acid with loss of chromium. This hypothesis is therefore in accord with the experimental observations. Furthermore, the acid hydrolysis which is required to remove the chromium still bound to the surface of etched LDPE would be explained by the reaction:

\[
\text{C} \equiv \text{O} \text{Cr}^{III} + \text{H}_2\text{O}^{+} \rightarrow \text{C} \equiv \text{OH} + \text{HO} \text{Cr}^{III}
\]

A tentative theory has been put forward\(^{50}\) to explain the importance of surface chromium on final metal adhesion, but the XPS results clearly show why this adhesion is so dependent on exact treatment conditions; factors such as etchant recipe, solution temperature and number of times the etchant solu-
tion previously used all affect the point in time during etching at which the maximum (optimum) surface chromium concentration is reached. This is a good example of the unique role which XPS could play in quality control.

In the preliminary stages of this work some irreproducibility of adhesion data for samples treated with \( \text{CrO}_3 - \text{H}_2\text{O} \) was observed. XP spectra of these surfaces contained small peaks due to silicon. The species giving rise to these peaks were clearly confined to the outer surface of the polymer since angular variation measurements produced a marked change in the Si 2p/C 1s intensity ratio. For example, a sample of LDPE treated for 1 min at 20 °C gave Si 2p/C 1s intensity ratios of \( 7.3 \times 10^{-3} \) (\( \alpha = 80^\circ \)) and \( 1.6 \times 10^{-2} \) (\( \alpha = 15^\circ \)), a relative increase of \( \times 2.2 \) on moving to the lower take-off angle (with respect to the sample surface). By contrast the O 1s/C 1s intensity ratio increased only marginally. The silicon-containing species were eliminated by redistilling the water until its surface tension was 72.5 mN/m. Table 9.3 indicates the effect of this contamination on adhesion values for oxidized surfaces.
Table 9.3 Adhesion of CrO$_3$–H$_2$O etched LDPE to an epoxide adhesive (lap shear strength). (After Briggs et al.$^{30}$)

<table>
<thead>
<tr>
<th>Etching conditions</th>
<th>Water A</th>
<th>Water B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 min, 20 °C</td>
<td>1.32</td>
<td>3.45</td>
</tr>
<tr>
<td>20 s, 70 °C</td>
<td>2.50</td>
<td>9.51</td>
</tr>
<tr>
<td>1 min, 70 °C</td>
<td>5.21</td>
<td>11.06</td>
</tr>
<tr>
<td>5 min, 70 °C</td>
<td>7.82</td>
<td>11.38</td>
</tr>
<tr>
<td>15 min, 70 °C</td>
<td>9.42</td>
<td>11.38</td>
</tr>
<tr>
<td>30 min, 70 °C</td>
<td>9.92</td>
<td>11.20</td>
</tr>
</tbody>
</table>

Water A and B used in the etchant solution and for rinsing are ordinary distilled grade and redistilled (triply) to a surface tension of 72.5 mN/m, respectively.

Electrical ('corona') discharge treatment$^{50}$ of polyethylene and polypropylene film has been used for many years in order to render these surfaces printable and suitable for lamination or coating. In this process (Figure 9.14) the polymer film is passed over an earthed metal roller covered with a 'dielectric' (insulating) material. Separated from the film by $\approx$2 mm is an electrode bar to which a high voltage is applied (typically 15 kV at 20 kHz). Air in the film-electrode gap is ionized, the corona discharge thus formed is stable and this 'treats' the film surface.

Discharge treatment of low-density polyethylene (LDPE) has been studied by many workers, particularly with reference to the autoadhesion enhancement effect. LDPE autoadheres when two surfaces are contacted under pressure at temperatures above $\approx$90 °C. However, after fairly low levels of discharge treatment, treated surfaces will autoadhere at significantly lower temperatures ($\approx$70 °C). Two theories had been proposed to account for this effect. The first, due to Canadian workers,$^{51}$ suggested that electret formation

![Figure 9.14 Schematic of electrical discharge treatment process](image-url)
was involved—the resulting increased adhesion being electrostatic in nature. The evidence for this was that discharge treatment in both ‘active’ (air, oxygen) and ‘inert’ (nitrogen, argon, helium) gases gave the effect, its magnitude being related to the power dissipated in the discharge irrespective of which gas. Moreover, the maximum effect was achieved in oxidizing atmospheres before ATR-IR spectroscopy could detect any surface oxidation. The second, diametrically opposed theory due to Owens suggested that hydrogen bonding between polar groups formed by the discharge treatment was responsible. However, only LDPE treated in air was studied.

In our work discharge treatment was carried out in a model apparatus with static film samples and at low frequency (50 Hz). As Figure 9.15 demonstrates, XPS showed that treatment in air, nitrogen and argon (at atmospheric pressure) leads to surface chemical changes including oxidation in all cases. Clearly treatment in argon requires a longer time but power dissipation

![Graph showing adhesion and composition changes](image_url)

**Figure 9.15** Comparison of autoadhesion (peel strength) and surface composition (from XPS) for LDPE discharge treated in air, nitrogen and argon (peak voltages 13.7, 13.7 and 2.2 kV, respectively, all at 50 Hz). Heat seals were made at 75 °C and 15 lb/in² with 2 s contact time. The O 1s/C 1s intensity ratio is a qualitative measure of surface oxidation level. The N 1s/C 1s ratios refer to surfaces treated in nitrogen. Note the similar surface oxidation levels for samples giving peel strengths of 100 gm/25 mm (broken lines). Reproduced from Brewis, D. M., and Briggs, D. Polymer, 1981, 22, 7, by permission of the publishers, Butterworth & Co (Publishers) Ltd. ©)
measurements confirmed the earlier result\textsuperscript{91} that the power required to achieve a given level of autoadhesion (peel strength) was independent of the gas. It is also clear from Figure 9.15 that this corresponds roughly to the same degree of surface oxidation. Experiments were also carried out using a hydrogen discharge; this did not produce the autoadhesion enhancement effect and XPS did not detect surface oxidation. On the basis of these results the electret theory can be discounted, but the Owens' theory is given a firmer foundation. Figure 9.16 shows typical spectra for LDPE discharged treated in air.\textsuperscript{48} A simple deconvolution of the high binding energy shoulder on the C 1s peak gives three peaks which can be ascribed to \(-\text{CH}_2\text{O}\) (e.g. alcohol, ether, ester, hydroperoxide) at \(=286.5\) eV, \(\text{C}==\text{O}\) (e.g. aldehyde, ketone) at \(=288.0\) eV and \(\text{C}--\text{O}\) (carboxylic acid or ester) at \(=289.5\) eV. The O 1s peak is even less informative. Most oxygen functional groups give O 1s.

Figure 9.16  High-resolution C 1s and O 1s spectra for LDPE: (a) untreated; (b) and (c) discharge treated in air (13.7 kV peak voltage, 50 Hz) for 8 s and 30 s, respectively. Count rates are \(3 \times 10^3\) counts/s f.s.d. (C 1s) and \(10^3\) counts/s f.s.d. (O 1s). Reproduced from Brewis, D. M., and Briggs, D. Polymer, 1981. 22, 7, by permission of the publishers, Butterworth & Co. (Publishers) Ltd. ©)
BEs of \( \approx 532 \) eV, the exception is the ester oxygen in carboxyl groups at \( \approx 533.5 \) eV. The shift in the O 1s peak, shown in Figure 9.16, with increasing oxidation reflects the increasing relative concentration of carboxyl groups. Clearly this information is not specific enough to probe the detailed structure of the oxidized layer or to allow correlations to be made with the autodegradation results. To overcome this problem a series of derivatization reactions have been devised to label specific functional groups. These are included in Table 9.1.\(^{21,22}\)

The consensus view in the literature for the likely mechanism of oxidation during discharge treatment of LDPE is the following:

\[
\begin{align*}
-\text{CH}_2-\text{CH}_2-\text{CH}_2- & \quad \overset{I^+, e^-, M^*, h\nu}{\longrightarrow} \\
-\text{CH}_2-\text{CH}-\text{CH}_2- & \\
\text{fast} \quad \underset{\text{O}_2}{\downarrow} & \\
-\text{CH}_2-\text{CH}-\text{CH}_2- & \quad \overset{\text{R}^*}{\longrightarrow} \\
& \quad \overset{\text{fast}}{\underset{\text{H}^+ \text{ abstraction}}{\downarrow}} \\
-\text{CH}_2-\text{CH}-\text{CH}_2- & \quad \overset{\text{O}}{\downarrow} \\
\text{O} & \\
\text{OH} & \\
\text{Products (}-\text{C}=\text{O}, \text{C}–\text{OH}, \text{C}–\text{O}–\text{R}, -\text{COOH}, -\text{COOR}, \text{etc.})
\end{align*}
\]

both chain scission and cross-linking take place. The key intermediate is the hydroperoxide group, whose stability and decomposition has been the subject of much research.

The XPS data from the derivatized surfaces can be quantified to give the data in Table 9.4. The value for the population of \( \text{CH}_2\text{C}=\text{O} \) groups assumes that on average two \( \alpha-H \) atoms will be replaced during bromination. Since this group can tautomerize to give one enolic \( -\text{OH} \) the population of \( -\text{CH}_2\text{C}=\text{O} \) assessed by \( \text{Br}_2 \) uptake and enolic \( -\text{OH} \) assessed by the CAC reaction should be comparable, as is observed.

The raw C 1s spectra tend to show broadly similar intensities for the \( \text{C}–\text{OH} \) (etc.), \( \geq \text{C}=\text{O} \) and \( -\text{COOH} \) regions which is also borne out by these
Table 9.4 Quantification of functional groups in discharge treated LDPE surface. (Reproduced from Briggs and Kendall[21] by permission of Butterworth & Co (Publishers) Ltd)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>XPS ratio (core level/C 1s)</th>
<th>Atomic ratio (element/carbon)</th>
<th>Number of functional groups per original surface —CH₂—</th>
</tr>
</thead>
<tbody>
<tr>
<td>PFPH</td>
<td>(F 1s) 0.205</td>
<td>5.5 × 10⁻²</td>
<td>&gt;C=O, 1.1 × 10⁻²</td>
</tr>
<tr>
<td>Br₂-H₂O</td>
<td>(Br 3d) 3.6 × 10⁻²</td>
<td>10.6 × 10⁻³</td>
<td>CH₂C=O, 5.3 × 10⁻³</td>
</tr>
<tr>
<td>CAC⁺</td>
<td>(Cl 2p) 1.3 × 10⁻²</td>
<td>6.0 × 10⁻³</td>
<td>C—OH, 6.0 × 10⁻³</td>
</tr>
<tr>
<td>TAA⁺</td>
<td>(Ti 2p3/2) 6.2 × 10⁻²</td>
<td>1.5 × 10⁻²</td>
<td>C—OH, 1.5 × 10⁻²</td>
</tr>
<tr>
<td>NaOH</td>
<td>(Na 1s) 8.8 × 10⁻²</td>
<td>1.1 × 10⁻²</td>
<td>—COOH, 1.1 × 10⁻²</td>
</tr>
<tr>
<td>SO₂</td>
<td>(S 2p) 7.6 × 10⁻³</td>
<td>4.7 × 10⁻³</td>
<td>C—OOH, 4.7 × 10⁻³</td>
</tr>
<tr>
<td>None</td>
<td>(O 1s) 0.209</td>
<td>8.7 × 10⁻²</td>
<td></td>
</tr>
</tbody>
</table>

*Reacts apparently selectively with enolic —OH.
†Reacts apparently selectively with alcoholic —OH.
PFPH = pentafluorophenylhydrazine, CAC = chloacetylchloride.
TAA = di-isoproxytitium bisacetylacetone.

results. The total assay of >C=O, C—OH, C—OOH and COOH groups would give an atomic O/C ratio of 5.7 × 10⁻², where ‘C’ is the carbon atoms in the original surface. This compares with the actual value of 8.7 × 10⁻² from the discharge treated surface. Considering that ether, peroxide and ester groups are also likely to be present, in numbers comparable to the groups which have been derivatized, this assay is seen to be entirely reasonable. The apparent internal consistency of these results is additional evidence for the essential reliability of the derivatization procedures used. Hydroperoxides in polyethylene can have long lifetimes so if this mechanism is correct these groups should be detectable. The SO₂ reaction is positive identification and, we believe, the first direct evidence for this mechanism. Of the groups likely to be produced by hydroperoxide decomposition, derivatization techniques have therefore identified —C=O, C—OH and —COOH.

These derivatization reactions also allow specific functional groups to be eliminated from the surface and so allow, with XPS as the built-in monitor, the study of specific interactions in adhesion to polymer surfaces. Thus the work described above allowed the Owens theory of discharge treatment induced autoadhesion to be completely confirmed, and other systems have been quantitatively studied.21 This promises to be a fruitful extension of XPS capability in aiding the understanding of polymer surface behaviour.

Another process for modifying polyolefin surfaces is plasma discharge treatment, although this has yet to be commercialized, in which an electric discharge in a low-pressure gas (<1 torr) is employed. Clark and Dilks5 have studied the modification of LDPE, PP and polystyrene by plasma oxidation. Angular variation studies show that compared with ‘corona’ treatment the modified layer is very thin and more highly oxidized (see Figure 9.1).
9.6.2.3 Poly(ethylene terephthalate)

Although poly(ethylene terephthalate) (PET) is a polar material with a relatively high surface energy, the achievement of good adhesion often necessitates surface treatment. 'Corona' discharge treatment is less successful than in the case of polyolefins due to the rather short timescale of the improved properties. For instance, Figure 9.17 shows the autoadhesive characteristics of discharge treated PET film as a function of time after treatment at which the treated surfaces are heat-sealed together (at the temperature used non-treated surfaces show no autoadhesion). This effect has been studied by XPS. 53 Figures 9.18 and 9.19 show the spectra from untreated and treated surfaces. Clearly additional oxygen is introduced into the surface and deconvolution of the C 1s envelope reveals the formation of two additional functional groups. On the basis of C 1s BEs from spectra of p-hydroxybenzoic acid and its methyl ester and other literature data, peaks 'd' and 'e' in Figure 9.18 are assigned to phenolic —OH and —COOH. Also the O 1s BE for —OH in phenol is in agreement with the BE of the main additional component to the O 1s spectrum of treated PET. By analogy with the free radical oxidation mechanism discussed previously for discharge treatment of LDPE, the introduction of phenolic —OH and free carboxylic acid end groups would indeed be expected. Formation of the latter group also implies chain scission of the PET backbone (i.e. a reduction in molecular weight).

Contact angle measurements show that the increase in the polar contribu-

![Figure 9.17](image-url)  
Figure 9.17 Peel strength (g/25 mm) for heat seals formed between discharge treated PET surfaces (130°, 2 s at 25 lb/in² contact) as a function of elapsed time between treating and sealing (ageing time). Reproduced from Briggs, D., et al. Polymer, 1980, 21, 895, by permission of the publishers, Butterworth & Co. (Publishers) Ltd. ©)
Figure 9.18  C 1s and O 1s spectra of PET surface before (upper) and after (lower) discharge treatment (40 s at 50 Hz with 15.9 kV peak voltage, equivalent to an energy input of 620 mJ/cm²). Deconvolution was achieved using a Du Pont 310 curve resolver. Peak assignments are:

(a) — — — ,  (b) — OCH₂ — .  (c) O

\[ \text{— — — — —} \]

(d) — C—OH (phenolic).

\[ \text{— — — — —} \]


tion to the surface energy following treatment is rapidly reversed, paralleling the changes in adhesive properties. Following the surface changes with time by XPS gave the spectra in Figure 9.19; it was also shown that washing the surface led to the removal of most of the additional oxidized material. These results strongly suggest that most of the oxidized material produced by dis-
Figure 9.19 Changes in XPS spectra of discharge treated PET as a function of ageing time: (a) zero (corresponds to lower spectrum in Figure 9.18), (b) one day, (c) 23 days. Spectra (c) are virtually identical to those produced by washing the treated surface. Spectra (d) are for untreated film. Reproduced from Briggs. D., et al. Polymer, 1980, 21, 895, by permission of the publishers, Butterworth & Co. (Publishers) Ltd. @)

charge treatment of PET is of relatively low molecular weight. The initial increased adhesion is probably, due in large part to the strong hydrogen-bonding capacity of the penolic —OH groups introduced by treatment. Following treatment the processes depicted schematically in Figure 9.20 probably occur, i.e. a fairly rapid migration of low molecular weight material into the bulk followed by a slower reorientation of the longer polymer chains, by which the newly introduced —OH groups are internally hydrogen-bonded and effectively rendered ineffective at the surface. XPS follows the first process but not the second since the latter changes take place within the sampling depth of the technique.

9.6.2.4 Other studies

As noted earlier it is not the intention of this chapter to catalogue applications of XPS in polymer technology. In an earlier review this was attempted but the literature is now too extensive to repeat the exercise. Instead the following bibliography is divided into the most active areas and the individual titles are reasonably self-descriptive. A particular feature of the earlier review not covered herein was the (then) extant literature on the application of XPS to the study of fibres (man-made and natural) and textiles. A further review on this subject has recently appeared. Carbon fibres are now receiving much
attention because of their importance in composite materials involving a variety of polymeric matrices. Optimization of the fibre–matrix interface via surface treatment is a key area of research. The changes taking place at polymer surfaces during weathering are an obvious clue to the mechanisms of photo-degradation (previously only studied using bulk analysis techniques). The polymer–metal interface is also the subject of intensive study both from the viewpoint of adhesion optimization and corrosion prevention. One aspect of this activity has already been described; other areas are plating of plastics for decoration, laminate composite manufacture, circuit board design and production, rubber tyre reinforcement and so on. A quite different application is the study of polyacetylenes in order to understand the mechanisms involved in the production of highly conducting systems when the polymer is doped (e.g. with halogens).
9.7 Conclusions

Although the rapid growth in the use of polymeric materials is largely due to the ease of processing compared with conventional materials (metals, wood, glass, etc.) many end uses demand non-inherent surface properties. Surface analysis is therefore of high importance in polymer technology and XPS has made a major contribution to its development. Already invaluable in the role of trouble-shooter, XPS is rapidly leading to a much more detailed understanding of crucial surface modification processes and promises to underpin the development of more efficient and effective processes in the future.
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Chapter 10

Uses of Auger Electron and Photoelectron Spectroscopies in Corrosion Science

N. S. McIntyre
Surface Science Western, University of Western Ontario
London, Ontario, Canada N6A 5B7

10.1 Introduction

The processes of corrosion begin and terminate at very thin surface layers. Corrosive attack of a metal is initiated when a protective or 'passivating' oxide surface film is ruptured, allowing contact between the active metal and an invading atomic or molecular species. Re-passivation can result from coverage of the surface by as little as a few atomic layers of a chemically inert substance. Corrosion science involves understanding both aspects—the causes as well as the prevention of the chemical degradation of a metal. The analysis of such thin surface films using the many techniques available should therefore have been an early topic for exploitation by surface scientists.

The fact that this was not the case has had as much to do with the concern of most corrosion scientists with a vast array of practical materials problems as with the desire of many surface physicists or chemists to study less complex surface interactions. Contacts between the two disparate groups generally occurred when an actively corroding specimen was analysed for surface composition. The results of such investigations often told the corrosion scientists much about the surface in question, but less about the true origin of the corrosion. Thus, only in the past two or three years have there been concerted joint attempts to address the question of corrosion initiation and passivation using surface analysis techniques.

The scope of surface chemistry and physics related to corrosion processes is indeed broad. If the topic is defined as the understanding of the initiation or prevention of metal deterioration in the environment, the scope extends well beyond the traditional testing of metal durability in aqueous media. Electrochemistry has become one of the most important tools in controlling the number and rate of processes occurring at a metal interface. The combined
use of electrochemistry and surface analysis is particularly promising and a number of examples are discussed in this chapter. Many corrosion-related problems involve as much metallurgy as chemistry. Corrosive attack of metals frequently occurs preferentially along boundaries between the metallic grains; heating and mechanical treatments of the metal have strong effects on such intergranular corrosion. Metallurgists, themselves, have made ample use of surface techniques, particularly Auger electron spectroscopy, to understand processes such as grain boundary segregation and alloy sensitization (see Chapter 7). However, few studies have yet used surface techniques to study corrosive invasion within metallic microstructure and fewer still have related surface effects to corrosive cracking under mechanical stress. The related microstructural phenomenon of surface pitting also has just begun to receive attention from surface scientists. The potential importance of such work will also be discussed in this chapter. The development of new methods and materials to provide surface protection is an area where analytical techniques are being more rapidly adopted. Some studies of organic and inorganic corrosion inhibitors are thus described in this chapter.

The earliest tool of the corrosion specialist used in surface studies was the optical microscope. This, coupled with a number of preferential chemical etchants, has allowed analysis of cross-sections cut through a corrosion film on a metal substrate. The surface distribution and homogeneity of corrosion films as thin as 5–10 μm can be determined in this way. Crystallographic structure of such a film (if any) has sometimes been determinable by X-ray diffraction techniques. A major improvement to film analysis came in the 1960s with the general availability of electron probe microanalysis. With the electron microprobe an X-ray fluorescence elemental analysis could be made of a spacial region as small as 2 μm, thus allowing films to be analysed chemically in cross-section.

These techniques were, of course, only applicable to cases where corrosion was rather extensive and uniform and certainly could not provide information on the initial surface attack, on surface microstructure or on the detailed chemistry of any thin film playing a passivating role. The arrival of the electron spectroscopies in the early 1970s thus marks a watershed, beyond which a number of new approaches to corrosion science were possible.

Discussion of surface techniques in this chapter is limited to X-ray photoelectron spectroscopy (XPS or ESCA) and Auger electron spectroscopy (AES), in accord with the topics covered in this volume. Indeed, most of corrosion-related surface studies have used those techniques exclusively. Where limitations to these techniques exist, alternative approaches using other well-known surface techniques will be described.

In an attempt to provide information useful to specialists in either corrosion science or surface analysis, the first section discusses aspects of the electron spectroscopies which are particularly important for corrosion studies. The
second section reviews past analytical use of AES and XPS in corrosion-related experiments. Supplemental information in both areas will be found in earlier reviews by Joshi\(^\text{1}\) and Castle.\(^\text{2,3}\)

### 10.2 Special Aspects of XPS and AES for Corrosion Studies

#### 10.2.1 Surface sensitivity

The 100–1000 eV electrons analysed in typical XPS and AES experiments have mean free paths ranging from 1 to 3 nm.\(^\text{4}\) Thus, given the sensitivity of either technique, it is normally easy to detect a single monolayer of a passivating film on a substrate of different elemental composition. In certain cases, where chemical shifts are appreciable, XPS has been able to detect a top monolayer which differed only in chemical structure from the substrate.

Where lamellar layers of corrosion products are expected, the thickness of the uppermost layer on an infinitely thick substrate can be determined from the exponential relationship given by equation (5.27) in Chapter 5. It is possible to determine whether distribution of the top layer is lamellar or island-like by measuring the angular\(^\text{5}\) or the kinetic energy dependence of the Auger electron or photo-electron intensities from the overlayer and the substrate. Castle\(^\text{3}\) was able to use switch between two X-ray sources of different energy and compare the XPS intensity ratios obtained with results calculated for a lamellar model. If lamellar behaviour is confirmed, the uptake of as many as 10–20 monolayers should be measureable. In the future, changes in more complex surface distributions may be able to be followed quantitatively using scanning Auger microscopy (SAM).

Initial oxidation films frequently consist of several very thin layers of different composition; in such cases even very careful angle energy dependence studies may still yield an ambiguous model of the layers. An XPS study of an oxidized Alloy 600 surface showed nickel and iron oxides near the surface and chromium oxides nearer the metal interface. An even more surface-sensitive technique, low energy ion scattering (LEIS), was required to show that the top monolayer consisted uniquely of iron oxide.\(^\text{6}\)

#### 10.2.2 Elemental sensitivities

Both XPS and AES are sensitive to all elements of importance to corrosion scientists, excepting hydrogen. Access to the low atomic number elements (below \(Z = 11\)) has been particularly important for oxygen analysis of corrosion films; knowledge of the O 1s intensity and the binding energy have both been extremely valuable in passive film characterization.

The detection sensitivity in XPS is limited by the high background caused by the predominance of energy-degraded electrons in the spectrum. With
most commercial X-ray sources and counting times of practical duration (approximately 1- h), elemental detection limits (signal/noise = 3/1) range between 1.0 and 0.1 per cent of the total composition. This means that many corrosion precursors such as chloride or phosphate are barely or not at all detected by XPS under many circumstances. Unless the count rate can be improved substantially (approximately an order of magnitude) from its present status, XPS will effectively remain a tool for studying only the major phases in a corrosion system.

With a few exceptions, equivalent AES detection limits tend to be somewhat poorer than XPS. There are several reasons for this (see Chapter 3), but for many corrosion specimens, electrical charging of insulating oxides and hydroxides is probably the most significant cause. Such charging is mainly controlled by using very low primary electron beam currents, but this, in turn, greatly increases counting times. The potential of AES for detecting some minor and trace constituents, such as chloride, is greater than for XPS since distribution of these is often quite localized.

The inability of XPS and AES to detect hydrogen is a definite limitation for corrosion research. Hydrogen is an important film constituent in the form of hydrates and hydroxides. In addition, metal hydrides which are formed in some systems are precursors to brittle fracture. Alternative methods for study of hydrogen are secondary ion mass spectrometry (SIMS) or nuclear microanalysis.

10.2.3 Quantitative analysis

A number of quantitative models for XPS and AES, with and without the use of standards, are discussed in Chapter 5. Several adaptations of these, particularly suited to corrosion film analysis have been developed. For XPS studies, probably the most complete 'first-principles' model was developed by Asami, Hashimoto and Shimodaira, and is particularly suited to the analysis of thin passive oxides on alloy substrates. Equation (5.27) in Chapter 5 was modified to account for the attenuation effect of a carbon contamination overlayer and the differing densities of the oxide film and the metal substrate. The atomic fractions of chemically differentiated species were obtained in this way, even allowing for hydrogen content, estimated from the —OH and bound water detected (see below). This model has been successful in dealing with a surface oxide composition on a metal alloy substrate of quite a different composition. In Figure 10.1, a comparison is made of the surface oxide compositions on a chromium–molybdenum steel as a function of anodic polarization potential in hydrochloric acid. The Fe 2p, Cr 2p, and Mo 3d XPS spectra were integrated, and were also curve resolved (see Appendix 3) to separate the lower binding energy metallic component from the oxide component of the
Figure 10.1 Quantitative measurement of compositions of oxide surface films and substrate alloys. Analysis of a chromium–molybdenum steel electrode polarized in 1 M HCl for 3600 s. (a) Weight fractions of cations in the oxide film are plotted as a function of applied potential. (b) Weight fractions of metal constituents in the stainless steel are plotted as a function of applied potential. The solid lines give the composition of the bulk steel. (Reproduced by permission of K. Hashimoto, K. Asami and K. Teramoto⁹)

spectrum. The sums of these separated metal and oxide intensities were used to calculate the thickness of the oxide film, and this, in turn, was used in the calculation of the oxide and metal alloy compositions. The validity of the quantitative model is supported by the agreement between the known bulk
alloy composition and the values consistently obtained for the metal substrate XPS analysis (see Figure 10.1b), despite major changes in the composition of the overlying oxide during the experiments.

Asami and Hashimoto have also calculated the compositions obtained from known oxide structures using this same XPS model. Only one electron mean free path value was used for each photo-electron line, regardless of the chemical structure of the element. Figure 10.2 compares the known oxide/cation ratio for a given oxide with the O 1s/M 2p intensity ratio, corrected by the model for mean free path and contamination layer. The very good agreement for most oxides shows that it is valid to use a single mean free path value in such studies. Moreover, average O/M photo-electron cross-section ratios for chromium and iron oxides can be derived from the slopes in Figure 10.2.

The determination of the quantity of different types of oxygen present in the corrosion film is important, particularly where hydration and hydroxylation of the surface may affect its passivity. Asami et al. have been able to account quantitatively for three different types of oxygen—metal oxide, metal hydroxide and bound water. Metal oxide and metal hydroxide bonding is detected on the basis of chemical shift; the bound water is determined as the difference between the total integrated O 1s intensity and the intensity accountable as bonded to cationic species detected over the entire XPS spectrum.

Other quantitative XPS studies of corrosion films have made use of standards to differentiate oxide and metal constituents. Although this approach is less flexible than that described above, it also appears to achieve reasonable...
quantitative separation of major oxide and metal phases using a spectrum analysis method that can be automated.

Quantitative analysis by AES appears to have been carried out largely with standards, although a general ‘first principles’ approach is well documented (see Chapter 5). The problem of the quantitative contribution of underlying atomic layers to the Auger electron spectrum has been treated by Pons, Le Hérylic and Longeron\textsuperscript{12} using the multiple surface layer model. Quantitative AES depth–profile analysis of a concentration gradient through a 5–6 monolayer corrosion film is made more difficult by contributions from the underlying layers, themselves of somewhat different composition. The differential method uses composition information obtained further into the film during a depth profile to back-correct the preceding compositions. To be most effective, this method requires that new compositions be obtained every monolayer (∼0.3 nm) in the depth profile. This method has been used to improve the depth resolution of AES composition profiles through passive films on Alloys 600 and 800.\textsuperscript{13} Figure 10.3(a) shows the original depth profile made with AES line intensities, while Figure 10.3(b) shows the profiles of atomic fractions obtained after differential treatment of the data, as discussed above. Distinct maxima in chromium and iron concentrations within the surface oxide become evident in Figure 10.3(b) as a result of the removal of intensity contributions from underlying layers. The model of Pons, Le Hérylic and Longeron has been extended by Mitchell\textsuperscript{14} to include a simplified expression for the Auger electron absorption of each successive overlayer. In addition, the statistical nature of the sputtering process was taken into account using a modified Poisson distribution.

\subsection*{10.2.4 Spacial resolution}

In XPS, the surface area sampled is of the order of several square millimetres, as defined by the solid acceptance angle of the electron optics. The irradiating X-ray flux normally covers a larger area. By contrast, the minimum area analysed by Auger electrons in the most recent scanning Auger microprobes is as small as 0.01 \( \mu \text{m}^2 \).

The low spatial resolution of XPS is a serious handicap in studying some corrosion problems. Corrosion processes by their nature are often localized; many reactions are initiated at surface kinks, grain boundaries or crevices. Unless such phenomena can be generated artificially, isolated from generalized surface corrosion, it is difficult to imagine the use of a standard XPS instrument to study localized corrosion chemistry. Recently, a prototype XPS system with a much-reduced X-ray beam diameter has been announced.\textsuperscript{*} This development, as well as the use of powerful synchrotron photon sources with

\*Surface Science Laboratories, Inc., Sunnyvale, California.
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Figure 10.4 AES line scan of chromium, manganese and titanium distributions on an Alloy 800 surface oxidized at 600 °C for 1 min.

reduced beam diameters, could lead to exciting new areas of research in corrosion chemistry.

The analysis of localized corrosion products by AES is well known to be a major advantage of the technique. Spot analyses of regions (e.g. pits and crevices) 1 μm apart are routinely made in studies of corrosion films. Line scans across a region changing in composition are particularly valuable, since a number of elements can be monitored simultaneously, and intensity references can be established. Figure 10.4 shows line scans of chromium, manganese and titanium made across an Alloy 800 surface oxidized at 600 °C in a flowing oxygen atmosphere. Manganese and titanium distributions are highly localized and probably affected by the grain boundary intersections.

Figure 10.3 Differential treatment of AES depth profile data for improved depth resolution. (a) AES intensity depth profile of an Alloy 600 surface passivated potentiostatically at 0.8 V(NHE) for 30 min in 0.5N H₂SO₄. (b) Differential composition profiles of data from (a) expressed in terms of atomic fractions for Ni, Cr, Fe and O. (Reproduced by permission of M. Seo and N. Sato)
with the surface. The distribution of titanium is, moreover, a strong function of the temperature which is altered with distance along the surface because of the flow of gas in that direction. The reconstruction of spacial distributions in the form of Auger images is qualitatively useful for corrosion studies. Auger maps showing chromium enrichment along grain boundaries has been obtained for 304 stainless steel heated to 1000 °C.\textsuperscript{16} Many other examples of scanning Auger imaging may be found in the literature.\textsuperscript{7}

### 10.2.5 Depth profiling

Analysis of a corrosion film to a depth greater than 2nm usually involves ion bombardment coupled with simultaneous analysis by AES or sequential analysis by XPS. Much has been written of the structural damage imparted by ion beams to oxide surfaces (see Chapter 4). Knowledge of this is important if oxide layers are to be chemically or quantitatively characterized during profiling. Some beam damage has been found to result in chemical alteration of metal oxides—severe in some cases and tolerable in others. Reports of the extent of chemical alterations on the same oxide system vary, suggesting that system geometry is important. For example, numerous workers have reported the decomposition of iron oxides to FeO under low-energy argon ion bombardment. Some\textsuperscript{17, 18} find that FeO is reduced further to the metal, while others\textsuperscript{19, 20} find that FeO is a stable product. If preservation of steady-state sputtering of an oxide structure does not result in its reduction to a metal, oxide and metallic phases can be distinguished quantitatively during a depth profile. Of the typical first-row ‘corrosion’ elements, McIntyre and others\textsuperscript{6, 21} have found that chromium, cobalt, nickel and iron are not reduced to the metal by ion bombardment, under their experimental conditions.

Such a detailed analysis of the relationship between oxide and metal phases is only possible in XPS, where oxide metal contributions to the spectrum are well separated. Figure 10.5 shows cumulative presentations of oxide and metal phases on Alloy 600 surfaces, oxidized at 300 °C in 5 and 0.01 per cent oxygen gas mixtures. The major difference is the continuation of a nickel oxide phase deep into the substrate for the sample oxidized at higher oxygen partial pressure. Such effects would be unlikely to be detected using AES.

It goes without saying that differentiation of oxide chemical structures after ion bombardment is usually impossible. Higher oxidation states are reduced and dehydration has occurred. Other non-destructive methods for depth profiling may, at times, prove useful, if a bit tedious. Mechanical milling of corrosion surfaces using an \textit{in situ} ball mill may be useful for determination of chemistry changes in oxide surfaces. The technique is now used with AES to profile rapidly through very thick films.\textsuperscript{22} Chemical milling, which has been used for chemical depth profiles of semi-conductor surfaces,\textsuperscript{23} may also be useful for analysis of some oxide films.
Figure 10.5  XPS depth profiles of surface films on Alloy 600 grown at 300 °C under two different oxygen pressures: (a) 0.01% O₂, 5 min; (b) 5% O₂, 5 min

10.2.6  Experimental techniques

10.2.6.1  The corrosion experiment

Over half of the surface analytical literature on corrosion describes analyses of specimens from contrived corrosion experiments, rather than the study of
material from an actual corrosion problem. A wide range of tests have been documented in the corrosion literature to simulate conditions of pitting, crevice corrosion, stress corrosion or general surface attack. These tests are done in environments resembling ‘working’ conditions for the material (e.g. high-pressure steam autoclave, replenished aqueous autoclave, in situ applied tensile stress, etc.). The balance of studies involving corrosion, generally the more fundamental, are carried out under electrochemical control in a cell. In either situation, the question of specimen surface preparation is important, unless very thick film thicknesses are expected. Surfaces prepared by mechanical polishing (cold-working) exhibit different oxidation behaviour, depending on the degree of roughness of the surface, while those polished electrochemically may lose or gain surface components. Vacuum-annealed specimens are probably best for more basic studies of alloy oxidation; since, however, cold work is inevitably part of ‘real-world’ specimens, it is frequently desirable to study the effect itself.

10.2.6.2 Specimen transfer

Under many experimental conditions, and particularly for electrochemical studies, it is necessary to protect the specimen from further chemical alteration during transfer to the analytical chamber. The effect of atmospheric exposure will, of course, be greatest when an active metal or alloy is removed from the cell with a non-passive film on the surface. For certain relatively non-reactive films, the specimen can be stored in liquid nitrogen during a transfer. A more elaborate method of transfer is to use an inert atmosphere glove box for the experimental cell and to transfer from this directly into the spectrometer via an air lock. This has proven to be satisfactory for the maintenance of UO$_2$ surfaces in a reduced state. The most rigorous transfer systems, however, allow no contact with any atmosphere. Such a system for use with AES has been described, and recently vacuum transfer chambers for use with combined electrochemical-XPS studies has been reported.

10.2.6.3 Vacuum effects

It is clear that the vacuum spectrometer results in the desorption of some hydrates and the decomposition of some hydroxides. Asami and Hashimoto found that α-FeOOH decomposed slowly in vacuum at 50 °C, losing 3 per cent of its hydroxide every 100 minutes. Still, there is growing evidence that even water bound within the oxide lattice is being reproducibly detected in XPS O 1s spectra. Water physically or chemically adsorbed on the surface is, of course, more readily desorbed and creates some scatter in the analytical measurements of XPS O 1s ‘bound water’ intensity. The detection of bound water is an encouraging development for corrosion film characterization,
since its presence has been linked to a degradation of the passive layer.\textsuperscript{30} Further correlations of water content could be made using nuclear microprobe measurements before and after XPS analysis.

10.2.6.4 Beam effects

The X-ray source in XPS causes much less surface damage than an equivalent flux of electrons. However, X-ray-induced partial reductions of some metal oxide systems have been reported (e.g. CuO→Cu₂O, CoOOH→CoO), and evidence for these is likely to increase with the introduction of more powerful X-ray sources. Electron beams have been found to cause chemical decomposition,\textsuperscript{31} desorption of water and adsorbed ions such as chloride\textsuperscript{32} and reduction of oxides\textsuperscript{33} under intense beam fluxes.

10.2.7 Chemical effects

In XPS the basis of the chemical shift of a core photo-electron peak is the change in electrostatic potential on the core electron when valence electron charge density is accepted or withdrawn from the atom (see Chapter 3). Thus, a relationship exists between the binding energy and the chemical state of the element. The presence of oxidized corrosion product elements can usually be clearly distinguished from the same elements as reduced metals, on the basis of their chemical shifts. Often, it is also possible to differentiate oxides of differing valence (e.g. CrO₄\textsuperscript{2−} and Cr₂O₃) or oxide from hydroxide (e.g. NiO from Ni(OH)₂). The chemical structure also influences other photo-electron peak structures and many additional changes in oxidation states. Much of the detail of the spectroscopic lineshapes and chemical shifts, which are characteristic of different corrosion species, has not yet been tabulated in a form that is readily interpretable by corrosion researchers. The characteristic spectroscopic changes are generally not large, and the reported data in the literature often are in conflict or have error limits that are too large to be useful. This situation will improve as energy calibration procedures (Appendix 1) become more standardized and methods for a more accurate definition of peak shape and position are developed. Appendix 4 contains the most complete compilation of chemical shift data on compounds of interest to corrosion scientists (i.e. oxides of the structural elements, iron, nickel, chromium, cobalt, copper and manganese), and greatly extends earlier compilations in Ref. 34.

Well-characterized chemical shifts in AES are, in general, restricted to those between a metal and its oxide. It is quite likely that this situation will change in the future with the growing number of higher resolution energy analysers in AES systems.

A general review of XPS and AES chemical shifts is given elsewhere in this book. There are, however, a number of elements of particular interest to the
corrosion specialist, where a detailed account of available oxide chemical shift data is useful. These are discussed below.

10.2.7.1 Oxygen

The O 1s line (approx. 530 eV) has been used extensively in the analysis of oxide surface species. The line has a relatively narrow width and a symmetric shape; this allows more accurate fitting of complex band combinations. An extensive review of O 1s binding energies of metal oxides has been reported by Johnson.\textsuperscript{35} Although it appears that no simple correlation can be drawn between metal oxide bond character and O 1s binding energy, differences between experimental values for some oxides are sufficiently large to allow differentiation. One example of this is the shift between CuO and Cu\textsubscript{2}O.\textsuperscript{36,37}

Differences between hydroxyl oxygen (OH\textsuperscript{-}) and oxide oxygen (O\textsuperscript{2-}) are usually recognized by an O 1s shift of 1 to 1.5 eV. For example, the oxygen line associated with NiO is located at 529.6 ± 0.2 eV, while that for Ni(OH)\textsubscript{2} is located at a distinctly higher binding energy of 531.2 ± 0.2 eV.\textsuperscript{37} Further, in the mixed oxide–hydroxide compound FeO(OH), contributions from each oxygen can be clearly distinguished in the O 1s spectrum.\textsuperscript{19} The identification of water on surfaces from the O 1s spectrum is more difficult. Bonding of water molecules in different surface configurations apparently causes binding energy shifts over more than a 3 eV range. Norton\textsuperscript{38} found that solid frozen water has a binding energy of ∼533 eV, while Asami and coworkers find little difference between a hydroxide O 1s binding energy and that for water bound in the lattice (531 eV).\textsuperscript{7,8} The broad envelope of O 1s intensity frequently detected in the range 531–534 eV suggests a multiplicity of forms of chemically and physically bound water on and within the surface. Unfortunately chemisorbed and physisorbed oxygen and hydroxyl are also found in this energy range.

Experimental Auger electron oxygen linewidths have been too broad for much use in chemical identification. Lattice oxide and chemisorbed oxygen have been identified in one structure.\textsuperscript{39}

10.2.7.2 Titanium

XPS studies have shown that TiO\textsubscript{2} can be clearly distinguished from TiO in the Ti 2p\textsubscript{3/2} spectrum.\textsuperscript{34,40,41} TiN, a compound potentially formed within some high durability surfaces, can also be distinguished from TiO and TiO\textsubscript{2} on the basis of the Ti 2p\textsubscript{3/2} chemical shift.\textsuperscript{40}

The Auger \textit{L}_{\alpha}\textit{M}_{\alpha}\textit{V} spectra of TiO and TiO\textsubscript{2} are shifted by 2 eV, thus allowing their chemical identification by AES.\textsuperscript{42} Linshape changes in this transition have been used to differentiate metallic titanium and TiH\textsubscript{2}.\textsuperscript{43}
10.2.7.3 Vanadium

A chemical shift of about 1 eV has been detected between the oxides V₂O₅ and VO₂ using XPS. AES studies in this case have provided more information than those from XPS. A series of oxides of different vanadium–oxygen stoichiometries have been characterized using the $VL_{2,3}M_{2,3}V$ and $L_{2}M_{2,3}M_{2,3}$ Auger transitions.⁴⁴–⁴⁶

10.2.7.4 Chromium

Chromium oxide species are usually determined in XPS studies with the Cr $2p_{3/2}$ line. Chromium (III) and chromium (VI) oxides are fairly readily separated on the basis of the large (~2 eV) chemical shifts.⁴⁷,⁴⁸ Chromium (III) oxide (Cr₂O₃) and the hydroxides (Cr(OH)₃ and Cr(OH)₂) can also be distinguished by a smaller shift (~0.5 eV) in binding energy.¹⁰,⁴⁹ Multiplet splitting of the Cr $2p_{3/2}$ line¹⁰ may be useful in characterization of chromite structures.

10.2.7.5 Manganese

Several manganese oxides of different stoichiometries have been measured by XPS.⁵⁰ MnO and MnO₂ appear to be particularly distinguishable on the basis of their Mn $2p_{3/2}$ binding energies and peak shapes.⁵¹

10.2.7.6 Iron

Several XPS studies of iron oxides have been made.¹⁹,⁵²,⁵³ Fe $2p$ photoelectron spectra of ferric and ferrous oxides are particularly complex, because of the large amount of coupling between the core hole created by photoemission and the high spin states of iron. Some of this complexity can be exploited for analytical purposes, since the spectral line shape is quite sensitive to chemical changes. This can be seen in Figure 10.6 where the Fe $2p_{3/2}$ spectra of α-FeOOH, α-Fe₂O₃, Fe₃O₄ and Fe(COOH)₂ are compared. The iron (II) hydroxide peak centre (Figure 10.2a) is shifted about 1 eV to higher binding energy than that for α-Fe₂O₃, α-Fe₃O₄ and γ-Fe₂O₃ (not shown) can be distinguished on the basis of the splitting in the main peak. Magnetite (Fe₃O₄) contains both Fe²⁺ and Fe³⁺, both of which contribute to the Fe $2p_{3/2}$ spectrum with the two overlapping components in Figure 10.2(c). In real-life specimens, unfortunately, Fe₃O₄ surfaces are not usually as clearly identifiable since exposure to air causes partial oxidation of Fe₃O₄ to Fe₂O₃. Finally, some organo–iron compounds which are of interest to corrosion studies can be characterized separately from the oxides. In Figure 10.2(d), ferrous oxalate can be characterized on the bases of its prominent shake-up satellite (see arrow.

Several iron (II) oxides are also of interest to corrosion scientists. The Fe
Figure 10.6 X-ray photo-electron spectra for some typical iron corrosion compounds. Fe $2p_{3/2}$ spectra are shown for (a) $\alpha$-FeOOH; (b) $\alpha$-Fe$_2$O$_3$; (c) Fe$_3$O$_4$; (d) Fe(COOH)$_2$.

$2p_{3/2}$ spectrum of FeO has a prominent shake-up satellite,\(^{18}\) as has the mixed oxide FeMoO$_4$.\(^{54}\)

Sulphides of iron figure prominently in many corrosion studies. Surface iron sulphides frequently undergo hydrolysis to oxides in air, greatly complicating the spectra. However, FeS and FeS$_2$ are found to have quite different Fe $2p_{3/2}$ spectra, again resulting from differences in multiplet interaction. FeS$_2$ has a peak shape and position closely resembling that of metallic iron,\(^{55}\) while FeS has a very broad peak centred nearly 2 eV higher in binding energy than the FeS$_2$ position.

Several iron oxides have also been characterized by low kinetic energy peaks in the AES spectrum. Ekelund and Leygraf\(^{56}\) have noted two independent Fe LVV peaks at $\sim$43 eV and 51 eV, respectively, and suggest that these are related to Fe$^{2+}$ and Fe$^{3+}$, respectively. Seo \textit{et al.}\(^{57}\) also note a third peak at 46 eV and suggest that divalent iron is denoted by peaks at 46 and 51 eV, while trivalent iron is denoted by peaks at 43 and 51 eV.
10.2.7.7 Cobalt

Oxides of cobalt(II) and cobalt(III) are differentiated in XPS using their different magnetic properties. Paramagnetic cobalt(II) oxides have a strong shake-up satellite 6 eV above the Co 2p\textsubscript{3/2} line, while the diamagnetic cobalt(III) oxides do not. Cobalt(II) hydroxide and cobalt(II) oxide are separated by a chemical shift of $\sim 1.0 \pm 0.2$ eV.\textsuperscript{18,37} The cobalt mixed oxides, CoMoO\textsubscript{4} and CoAl\textsubscript{2}O\textsubscript{4}, are shifted $\sim 0.5$ eV to a higher binding energy.\textsuperscript{58}

10.2.7.8 Nickel

Unlike cobalt, only one oxidation state of nickel is believed to be present, for all practical purposes, on oxidized nickel surfaces. A chemical shift of approximately 2 eV is found between the Ni 2p\textsubscript{3/2} line positions for NiO and Ni(OH)\textsubscript{2}, thus facilitating identification of surface Ni(OH)\textsubscript{2}.\textsuperscript{37}

The Ni 2p\textsubscript{3/2} spectrum of Ni\textsuperscript{2+} in different oxide lattices also changes significantly with the chemical structure, probably due to multiplet interaction.\textsuperscript{6} In
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Figure 10.7 Photo-electron spectra of some simple and mixed nickel oxides. Ni 2p\textsubscript{3/2} spectra are shown for (a) NiO; (b) NiFe\textsubscript{2}O\textsubscript{4}; (c) mixed iron–nickel oxide (Ni/Fe ratio = 1)
Figures 10.7(a) and (b) the Ni 2p\textsubscript{3/2} peak maxima for NiO and the spinel NiFe\textsubscript{2}O\textsubscript{4} are separated by 1.5 eV. In addition the NiO main peak is clearly split, while the peak for NiFe\textsubscript{2}O\textsubscript{4} is not.

10.2.7.9 Copper

Copper has been one of the elements most extensively studied by XPS. Interpretation of oxide spectral structure is probably more straightforward for copper than for other transition metals. However, the oxides appear to transform more readily on heating or irradiation.

Two stable oxides of copper, Cu\textsubscript{2}O and CuO, are found in solid-state films using XPS.\textsuperscript{59} In addition, a cupric hydroxide has been characterized by XPS.\textsuperscript{37}

All three compounds are likely surface products of the corrosion of copper metal, and their chemical differentiation from the metallic substrate is thus important. In the case of cuprous oxide, photo-electron spectra are identical to those for copper metal, within ± 0.1 eV. However, as initially described by Schoen,\textsuperscript{60} the X-ray induced Auger spectra of copper metal and cuprous oxide (Cu \(L_3M_{4.5}M_{4.5}\)) are significantly different and allow a quantitative characterization\textsuperscript{24} of oxide or metal. If contributions from the higher valence oxides are absent, the relative contributions of Cu\textsubscript{2}O and metallic copper to the spectrum can be determined by ratioing peak intensities at two different energies. Copper \(L_3M_{4.5}M_{4.5}\) Auger spectra of CuO and Cu(OH)\textsubscript{2} are both shifted to different kinetic energies, compared to Cu\textsubscript{2}O. However, these peaks are broad and are somewhat more difficult to characterize because of the large number of discrete Auger lines under the envelope.

Characterization of CuO and Cu(OH)\textsubscript{2} is normally accomplished using the Cu 2p\textsubscript{3/3} line. The principal Cu 2p\textsubscript{3/2} peak maximum for CuO is shifted 1.3 ± 0.2 eV above that for Cu\textsubscript{2}O, but this maximum is rather poorly defined with respect to the Cu\textsubscript{2}O peak, because of significant broadening, probably associated with multiplet splitting. The Cu 2p\textsubscript{3/2} peak for Cu(OH)\textsubscript{2} is shifted 2.5 ± 0.15 eV above that for Cu\textsubscript{2}O. Cupric compounds are also characterized, in general, by the two strong shake-up peaks located 6 and 8 eV above the principal Cu 2p\textsubscript{3/2} line.\textsuperscript{37} The only difference noted between the shake-up spectra of CuO and Cu(OH)\textsubscript{2} is a change in the relative intensities of the two peaks under the shake-up envelope.

10.2.7.10 Molybdenum

The corrosion behaviour of molybdenum, as a component in many stainless steels, has been studied using XPS. Unlike the first-row transition elements, the spectral changes with oxidation state of second-row elements like molybdenum are more predictable and are not accompanied by satellite structure. Thus Mo\textsuperscript{IV} and Mo\textsuperscript{VI} oxides have been clearly characterized by chemical shifts
of the Mo 3d line. A chemical shift of ~0.8 eV is also noted between the Mo 3d line position for MoO₃ and CoMoO₄.

10.3 Review of XPS and AES Applications in Corrosion Science

The following section reviews the contributions XPS and AES to corrosion problems on a material-by-material basis. Studies not covered are those involving surface reactions of semi-conductor materials and reactions felt to be more related to metallurgy than corrosion. Surface reactions involving oxygen, water or other elements are considered, although many of the fundamental studies of surface reactions on metals are not considered if they do not appear to have a direct bearing on corrosion processes.

10.3.1 Light metals

Beryllium oxidation has been studied using AES by Zehner, Barbulesco and Jenkins and the surface segregation of trace silicon has been detected using the energy loss peak below the Be KLL line. Anodic oxidation of single-crystal aluminium, studied using AES, has been found to result in stoichiometric Al₂O₃ layers.

By contrast, XPS studies of naturally passivated aluminium foils have identified a number of hydroxides, as well as Al₂O₃. Aluminium films formed on anodization in sulphuric acid have been shown by XPS to contain sulphate and sulphide ion, as well as Al₂O₃. Scanning Auger microprobe studies combined with tensile stress tests on aluminium–zinc–magnesium alloys showed that the average grain boundary concentration of zinc, copper and magnesium could be indirectly correlated with the stress corrosion plateau crack velocity.

10.3.2 First-row metals and their alloys

Almost all of the present surface literature is devoted to the study of alloys involving chromium, iron, cobalt, nickel and copper. These are described in the following sections.

10.3.2.1 Chromium

XPS and AES studies of the solid-state oxidation of chromium metal have been described by Conner. The stability of chromate protective coatings on other metals has been the subject of several XPS investigations which monitored, in particular, the oxidation state of chromium. The nature of passivation films on chromium surfaces in neutral and acidic solutions has been studied by AES.
10.3.2.2 Iron and low alloy steels

The air oxidation of pure iron has been studied by several authors using XPS and AES.\textsuperscript{70,71} Several electrochemical surface investigations have been made of the aqueous corrosion of pure iron in a borate buffer.\textsuperscript{57,72,73} The consistent presence of boron in the outer portion of the passive film suggests that the inner portion of the oxide results from metal oxidation, while the outer portion results from precipitation of ferrous iron.\textsuperscript{57} Depth profile evidence for two different oxide structures based on O/M ratios still requires confirmation that iron oxides are not being reduced by the ion beam. Other solution inhibitors such as CrO$_4^{2-}$, MoO$_4^{2-}$ and As$_2$O$_3^{2-}$ were found to be incorporated into passive films to a greater extent than was boron.\textsuperscript{74} The effect of chloride ion in penetrating iron oxide passive films is well known. To date, however, no chloride incorporation into the film can be detected by AES\textsuperscript{75} or XPS.\textsuperscript{76} Recent work\textsuperscript{76} has suggested that hydrocarbon content of the iron oxide surface increases with increased chloride exposure; this is attributed to the loss of hydroxyl and bound water groups from the surface during depassivation. In addition, chloride attack was believed to result in an increased surface area of the oxide, as evidenced by the high O is binding energy (increased physisorbed gas).

The incorporation of iodide into a strained mild steel film has been followed as a function of polarization potential.\textsuperscript{77} The measurement of iodine content of the film changes with potential (see Figure 10.8). The film is no longer stable to stress corrosion when iodine is not present.

An AES study of iron corrosion in nitrate solutions shows that the observed intergranular corrosion may be the result of non-passivation of the carbide phase in this solution.\textsuperscript{78}

![Figure 10.8](image_url) Relationship between iodine surface concentration and onset of passivity on an iron surface. (Reproduced by permission of K. Asami, N. Totsuka and M. Takano\textsuperscript{77})
10.3.2.3 Binary iron alloys and stainless steels

Gas phase oxidation of iron–chromium alloys and stainless steels has been extensively investigated by AES and XPS.\textsuperscript{79–88} For most temperatures studied, a thin chromium oxide layer is observed to form initially, followed by an overlying iron oxide layer. Baer\textsuperscript{87} has carried out oxidations of 304 stainless steel at 800 °C using a range of oxygen partial pressures. With the use of scanning Auger microscopy, he showed that lower partial pressures favoured the initial growth of a pure chromium oxide, evenly distributed over the alloy grain surface. At high pressures the chromium oxide was concentrated near boundaries and a mixed oxide was found over the grain itself. In another study\textsuperscript{88} the composition of the film formed on the grain surface of an Fe–26Cr alloy was analysed by AES and other methods following oxidation at 10\textsuperscript{-3} torr O\textsubscript{2} and 600 °C. After a few seconds of oxidation time, a duplex film was formed, the outer layer being identified as $\alpha$–Fe$_2$O$_3$ on the basis of the O/Fe AES intensity ratio.\textsuperscript{88} An underlying layer of $\alpha$–Cr$_2$O$_3$ was identified, partly with the aid of AES, and the metal alloy substrate adjacent to this layer was shown to be depleted in chromium. Such information will assist efforts to grow protective films on alloys as part of their pre-treatment before service.\textsuperscript{89}

The passivation of stainless steels during aqueous corrosion and the composition of its passive films have been one of the most studied subjects in corrosion science. Both AES and XPS studies have shown that the chromium concentration of the surface layer on Fe–Cr steels rises as the passivating potential is approached.\textsuperscript{3, 5, 8, 30, 89–93} The chromium enrichment is believed to result from a selective dissolution of iron from the oxide; in some cases, iron is also found to be depleted in the metal as well.\textsuperscript{91} Castle and Clayton\textsuperscript{5} and Asami, Hashimoto and Shimodaira\textsuperscript{91} have examined the nature of the passive film in great detail. Castle and Clayton determined a duplex layer: the inner layer rich in chromium, the outer layer containing much hydroxide or bound water, held together with organic molecules. Asami, Hashimoto and Shimodaira found that both hydroxide and bound water reach a maximum in the film at the passivation potential, forming a hydrated chromium oxyhydroxide (see Figure 10.9).

The addition of molybdenum to stainless steels improves corrosion resistance, particularly from pitting attack. XPS studies\textsuperscript{9, 94, 95} have helped to identify the role of molybdenum. It is proposed that hexavalent molybdenum reacts with active sites on a dissolving surface, where the oxyhydroxide cannot form. This leads to a decrease in activity at these sites and formation of a more uniform passive layer\textsuperscript{9} (see Figure 10.9). A similar mechanism is proposed for the passivation of iron–molybdenum alloys. Two XPS studies\textsuperscript{54, 96} have shown that the major portion of passive oxide is an iron oxyhydroxide; only the active regions (i.e. pits) were found to contain molybdenum. In one
Figure 10.9 Surface concentrations of $O^{2-}$, $OH^-$ and bound $H_2O$ on steel surfaces measured as a function of polarization potential in 1 M HCl. For both Fe–30%Cr and Fe–30%Cr–2%Mo alloys the onset of passivation begins about --0.2 eV(VS SCE). The results here for Fe–30%Cr can be compared with the cation concentrations for the same alloy shown in Figure 10.1(a). Note that the better reproducibility of the analytical data for the iron–chromium–molybdenum alloy may be related to a more uniform passive layer. (After Asami, Hashimoto and Shimodaira\textsuperscript{91})

of these studies\textsuperscript{34} the molybdenum was identified as FeMoO$_4$. Another study of a molybdenum stainless steel, corroded in Ringers' solution, did not detect any significant molybdenum in the passive film.\textsuperscript{97}

Reactions of Fe–Cr alloys with chloride solution have been studied and identification of surface chloride has been easier than for iron. Saniman\textsuperscript{98} used XPS to measure the effect of solution chloride concentration on the surface uptake. Analysis of the film concentration and thickness showed that chloride intake resulted from exchange, not incorporation. Oxide film resistance to stainless steel crevice corrosion in chloride solution has also been studied.\textsuperscript{99}

Anodic films formed on iron–nickel binary alloys have been compared with films on iron–nickel alloys also containing molybdenum and boron or phosphorus and boron.\textsuperscript{100} This latter alloy had oxidized boron and phosphorus in the passive film. Using AES peak shapes, the phosphorus was identified
tentatively as a phosphite; this form was believed responsible for reducing the nickel potential and hence its lower dissolution rate. Another AES–XPS study of the native oxide films on Fe–Ni–Cr–P–B alloys showed that boron and phosphorus are, in fact, enriched within the passive film, with most phosphorus distributed in a layer behind a chromium oxide enriched layer.\(^{101}\)

AES studies of intergranular corrosion in 304 stainless steel\(^{102}\) have revealed that many grain boundary impurities play a role in increasing its susceptibility to attack. For example, sulphur in non-sensitized steels promotes intergranular corrosion in nitrate–dichromate solutions. However, chromium depletion at the grain boundary has been demonstrated by AES for specimens corroded in \(\text{H}_2\text{SO}_4–\text{CuSO}_4\) solutions.

10.3.2.4 Cobalt and its alloys

An XPS study of the oxidation of cobalt in moist air\(^ {18}\) showed that \(\text{Co(OH)}_2\) is an initial reaction product on the metal surface. The anodic oxidation of pure cobalt has been studied by AES and the passive film has been characterized.\(^ {103}\)

The corrosion of cobalt–chromium alloys in neutral or acidic solutions was found to proceed by selective dissolution of the cobalt.\(^ {67}\) McIntyre, Murphy and Zetaruk, using XPS, also showed that cobalt dissolves preferentially from a cobalt–chromium–tungsten alloy in alkaline solution at 300 °C. Gas phase oxidations done concurrently show that a cobalt-rich layer (\(\text{Co}_3\text{O}_4\)) forms in air; such outward migration of cobalt will enhance the preferential dissolution in the aqueous phase.

10.3.2.5 Nickel and its alloys

The oxidation of polycrystalline nickel has been followed by AES.\(^ {104–106}\) Müller \textit{et al.}\(^ {106}\) have been able to identify the formation of NiO ‘islands’ early in the oxidation process.

Sever\textsuperscript{a} investigations of Ni–Fe alloys have been reported, including AES analysis of oxidized permalloy surfaces (80%Ni–20%Fe)\(^ {107}\) and XPS analysis of Ni–20% Fe alloy oxidized at 500 °C.\(^ {108}\) An iron-rich oxide formed early on an annealed surface eventually gives way to a NiFe\(_2\)O\(_4\) spinel.

Smith and Schmidt\(^ {109}\) have studied the oxidation of Ni–20%Cr alloy at 800 °C. A duplex \(\text{Cr}_2\text{O}_3–\text{NiO}\) was formed, except near grain boundary intersections. Similar XPS results were found for the short-term gas phase oxidation of Alloy 600 at 500 °C,\(^ 6\) except that iron, a minor constituent in the bulk alloy, was found concentrated in the outermost layers of the oxide film. Oxygen partial pressure was shown to affect the nickel oxide content of the film.

A number of nickel-rich superalloy surfaces, oxidized near 1000 °C, have
been analysed by XPS.\textsuperscript{110} The surfaces were enriched in TiO\textsubscript{2}, a minor constituent of all the alloys tested. High temperature reaction with Na\textsubscript{2}SO\textsubscript{4} results in oxidation of most of the surface chromium to Cr\textsuperscript{VI}, apparently leading to accelerated corrosion.

XPS has been used to monitor the oxidation of a nickel electrode in contact with a solid electrolyte\textsuperscript{27} in acid\textsuperscript{111-113} and neutral\textsuperscript{113} solutions and in liquid hydrogen fluoride.\textsuperscript{114} Two XPS studies of the nickel electrode in acidic solution\textsuperscript{111,112} show the passive film to be a NiO underlayer and Ni(OH)\textsubscript{2} on the surface. AES was used to measure the thickness of a NiO film during dissolution of nickel under transpassive conditions\textsuperscript{115} but no information on film stoichiometry was forthcoming. MacDougall, Mitchell and Graham\textsuperscript{113} analysed passive anodic films on polycrystalline nickel. Using AES to image the surface oxygen distribution, they showed that the passive film is one-third thinner on some grains than on others. Depth profiles of the film show a long interface between oxide and metal; the authors interpret this as evidence of a film high in defects which are important to the passivation process.

Anodic oxidation of Ni–25%Fe alloy in acidic solution\textsuperscript{116} was shown by XPS to result in a passive film of NiO at the metal interface and nickel and iron hydroxides near the outer surface. By contrast, the duplex passive films found on Ni–Mo\textsuperscript{117} and Hastalloy\textsuperscript{31} had mixed nickel–molybdenum oxides in the inner film and only nickel oxide or hydroxide on the outer surface.

The surface films formed on Alloy 600 and Alloy 800 in NaOH have been measured by Hashimoto and Asami\textsuperscript{118} using XPS. Primary passivation was ascribed to the formula of the chromium oxyhydroxide film and a secondary passive film was Ni(OH)\textsubscript{2}. McIntyre, Zetaluk and Owen\textsuperscript{119} analysed Alloy 600 surfaces following exposure to pressurized water reactor conditions and identified chromium oxyhydroxide under normal reducing conditions. Solution oxidizing conditions were varied to show a thick nickel-rich hydroxide film under highly oxidizing conditions and mixed chromium–nickel hydroxides under intermediate conditions. Passive films on Alloys 600 and 800 were depth-profiled using AES,\textsuperscript{13} and the relative thermodynamic surface excess of chromium was found to decrease with increasing pH.

The aqueous corrosion of Ni–Cu alloy (66% Ni) under boiler conditions has been investigated by XPS,\textsuperscript{120} and Ni(OH)\textsubscript{2} was shown to be the major surface species under active attack near 300 °C. Under reducing conditions, little or no surface oxide is found, in accordance with thermodynamic predictions.

10.3.2.6 Copper and its alloys

Copper and its oxidation have been studied using XPS and AES for almost ten years.\textsuperscript{36,121} Oxidation of a 70–30 Cu–Ni alloy results in a NiO-rich surface film, as deduced by XPS\textsuperscript{122}

Anodic oxidation of copper metal in weakly alkaline or acidic solution was
found by XPS to result in a duplex film of Cu₂O adjacent to the metal and a surface layer of Cu(OH)₂.¹²³ Recent XPS work of Shoesmith and coworkers has followed the growth of a similar layer in potassium hydroxide during the initial stages of formation.²⁴ The formation of films on copper–nickel alloys in saline solutions has been followed by XPS¹²⁴ and AES.¹²⁵ Duplex films were found in the latter work, which consisted of a mixed copper–nickel oxide over a thicker nickel-rich oxide. Oxidation of Cu–2%Be in ammoniacal solution results in a beryllium-rich surface layer.¹²⁶

The chemistry of aluminium–brass condenser tube surfaces (copper 76%, zinc 22%, aluminium 2%) in seawater has been analysed by Castle, Epler and Peplow¹²⁷ using XPS. A layer high in magnesium and aluminium concentration is detected on the tubes and it is proposed that the magnesium from the seawater precipitates either by itself or in combination with aluminium from the alloy. In laboratory tests,¹²⁸ Mg(OH)₂ precipitation on aluminium brass was analysed by XPS as a function of pH. A higher pH at the interface compared with that in the bulk solution is required to rationalize the thickness of Mg(OH)₂ measured by XPS.

The surface analysis of organic protective films on copper has been carried out by several groups. The reaction of copper with benzo triazole has been studied by XPS¹²⁹,¹³⁰ and its reaction with a cuprous oxide surface confirmed. The destructive oxidation of the cuprous benzo triazole to the cupric form has been monitored.¹³¹ Mercaptobenzotriazole reactions with copper(I) surfaces to inhibit corrosion have also been investigated by XPS.¹³²

### 10.3.3 Heavy metals

Corrosion-related surface analyses of elements heavier than those in the first row are much less extensive. Indeed, it is difficult to provide a coherent summary of studies of these elements because of the small number of results yet available.

Molybdenum electrochemistry and the oxidation of molybdenum have been studied by XPS by Ansell et al.²⁶ using a special inert atmosphere chamber. The cathodic decomposition of niobium oxide was shown by XPS to be a hydrated oxide of lower oxidation state.¹³³ The native oxides on the rare earth-like elements cerium, ytterium and lanthanum were determined by XPS¹³⁴ and gadolinium by AES.¹³⁵

A number of studies of tin oxidation and corrosion have been reported. Ansell et al.¹³⁶ studied the electrochemical oxidation of tin in alkaline solution using XPS. In the passive region the surface oxide is determined to be Sn⁴⁺ rather than Sn⁺², which grows initially. Investigations of the solid-state oxidation of tin by XPS have also been reported.¹³⁷ The passive film on a Sn–Ni alloy surface has been analysed also by XPS.¹³⁸ Servais et al.¹³⁹ examined chromium passivation films (tinplate) on tin surfaces and determined that lack of adhesion of such a film was caused by the growth of tin oxide.
Indium–gold and indium–lead–gold alloys were analysed for surface oxides by XPS.\textsuperscript{140} The anodic oxidation of gold\textsuperscript{141} in sulphuric acid was shown to produce Au$_2$O$_3$ as a surface film. Lead oxidation has been studied by XPS\textsuperscript{142} and the electrochemical oxidation of uranium oxide has recently been characterized by Sunder et al.,\textsuperscript{143} also using XPS.

### 10.3.4 Organic coatings

Organic protective coatings, applied to metal surfaces, are intended to provide a barrier between any invading species and the metal surface. Moreover, if penetration of the coating does occur, any corrosive attack will be limited to that immediate region and will not spread laterally, as on an uncoated surface. The loss of adhesion of such coatings on iron and steel surfaces has been studied using XPS.

Steel surfaces coated with expoxy-esters,\textsuperscript{144} epoxy-urethane and epoxy-amine\textsuperscript{145} have been corroded to de-adhesion in saline solutions. Each side of the film rupture was examined by XPS and subsequently the effects of additional chemical tests on the surface were monitored by XPS. Both organic and substrate sides of the rupture showed evidence of having undergone surface saponification to form sodium carboxylate groups. This is believed to result from corrosion-induced hydroxyl groups.

A highly sensitive method of detection of carboxylate groups involved their 'tagging' with silver—an ion with high selectivity for a carboxy group and a high XPS cross-section. Using this method a carboxylate surface concentration of about one per cent. can be detected (see also Chapter 9).

The effect of using a 'conversion' coating between the steel and the organic layer has been examined. The de-adhesion surfaces showed that the conversion coating, a zinc phosphate, remained adhered to the metal substrate, and showed evidence of some residual organics. Thus, de-adhesion takes place near the interface, but in the organic phase.

Hammond et al.\textsuperscript{146} have analysed C 1s, N 1s and O 1s spectra of interfacial surfaces containing a number of organic coatings. They have detailed binding energy and intensity ratio data for several carboxylic anions and simple polymers.

The effects of mechanical and chemical de-adhesion of polybutadiene films have been compared by XPS.\textsuperscript{147} Mechanical de-adhesion was shown to result from cohesive failure. As in earlier studies, chemical de-adhesion appears to result from ester hydrolysis at the metal interface.

### 10.4 Conclusion

It is clear that XPS and AES are beginning to be extremely effective in assessing the composition and chemistry of corrosion films. Of particular note
is the degree to which both techniques have become truly quantitative over the past few years—not only in terms of elemental composition but also often in terms of the chemical entities present. Also, there is increasing evidence that even fragile structures, e.g. hydrates, can be preserved in the spectrometer vacuum. These two steps have made possible important discoveries about the nature of the passive film.

Significant quantities of data are beginning to accumulate in the subject area of iron–chromium–nickel corrosion. Thus, in some cases, corroborative evidence has been obtained from different types of experiments. This is the mark of a maturing field!

Electrochemical experiments have been particularly important since these allow corrosion conditions to be altered drastically within a convenient time frame. Many situations cannot be simulated in a cell; it is expected that surface analytical data can tie the result obtained in an electrochemical experiment with that obtained during ‘open-circuit’ corrosion, thus making corrosion in the electrochemical cell more relevant to corrosion in the field.

From this writer's viewpoint, there is a somewhat larger amount of data now coming from XPS than AES. This is related to the more benign excitation conditions and the better present-day knowledge of chemical shifts. Corrosion, however, is very much a microscopic process and the emphasis must again return to a microscopic surface technique such as AES, when XPS studies of a particular system have been exhausted. For this reason, attempts to understand AES electron beam effects are believed to be potentially important, as are Auger chemical shift studies. Microscopic surface studies will be particularly important for understanding the effects of organic and inorganic inhibition layers, as well as crevice and pitting corrosion.

It is hoped that the progress demonstrated by the usage of AES and XPS over the last five years will lead to the deserved inclusion of these techniques in a much larger number of future corrosion experiments.

Acknowledgement

The writer acknowledges the expert assistance of Miss T. Chan in preparing this manuscript.

References

Appendix 1

Spectrometer Calibration

M. T. Anthony
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A1.1 Calibration of XPS Instruments

The accurate calibration of X-ray photo-electron spectrometers has been an important and continuing objective of spectroscopists over the last ten years. Without an accurately defined spectral energy scale a full interpretation of the spectra gathered on different instruments is severely limited. Several workers\(^1\text{-}^9\) have reported energy calibrations by presenting binding energy tabulations for copper, silver and gold. These elements have the advantages of being easily cleaned and chemically inert as well as being stable conductors. For the purposes of calibration, binding energies are most accurately defined by referencing the zero to the Fermi level of conducting samples since this avoids errors arising from work function differences between spectrometers. The \(d\)-bands of palladium and nickel provide suitably intense and sharp Fermi edges in order to define this zero. The literature calibration values of binding energies for copper, silver and gold defined in this way are given in Table A1.1. It is evident that the accumulated data in this table shows a variability of about 0.3 eV which, surprisingly, has not reduced through the years.

The ASTM E-42 committee organized a round-robin\(^10\) to report on binding energies obtained on a wide range of spectrometers. This highlighted the magnitude of errors arising in energy calibration. Analysis by means of Youden plots enables the contributions of random errors, zero shift and voltage scaling to be separated. The most significant error of around 0.3 eV is due to positioning of the zero point. The random error of about 0.1 eV shows the measurement repeatability. Finally, the voltage scaling of the spectrometer introduces errors of approximately 500 p.p.m. or 0.5 eV at 1000 eV binding energy.

Having regard to both the previous literature results\(^1\text{-}^9\) and those of the ASTM survey,\(^10\) it was clear that accurate energy calibration would only be possible if there was full traceability of the calibration measurements. The
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu 3p</td>
<td>75.2 ± .1</td>
<td></td>
<td></td>
<td></td>
<td>75.1</td>
<td>75.1</td>
<td>75.1</td>
<td>75.13</td>
<td></td>
</tr>
<tr>
<td>Au 4f$^{7/2}$</td>
<td>84.0</td>
<td>83.8 ± .2</td>
<td>84.07</td>
<td>84.0</td>
<td>83.8</td>
<td>84.0</td>
<td>83.98 ± .02</td>
<td>83.7</td>
<td>84.0</td>
</tr>
<tr>
<td>Ag 3d$^{5/2}$</td>
<td>368.2</td>
<td>368.2 ± .2</td>
<td>368.23</td>
<td>932.3</td>
<td>367.9</td>
<td>368.21 ± .03</td>
<td>367.9</td>
<td>368.2</td>
<td></td>
</tr>
<tr>
<td>Cu 2p$^{3/2}$</td>
<td>932.2 ± .1</td>
<td>932.8 ± .2</td>
<td>932.53</td>
<td>932.7</td>
<td>932.4</td>
<td>932.56 ± .06</td>
<td>932.5</td>
<td>932.57</td>
<td></td>
</tr>
<tr>
<td>Cu LMM, KE BE</td>
<td>919.0 ± .1</td>
<td>918.3 ± .2</td>
<td>918.65</td>
<td>918.35</td>
<td>918.6</td>
<td>918.64 ± .04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F.E. ref.</td>
<td>Pd</td>
<td>Pd</td>
<td>Pd</td>
<td>Pd</td>
<td>Au 4f$^{7/2}$</td>
<td>Varian E-42</td>
<td>567.9</td>
<td>567.97 ± .04</td>
<td>Pd</td>
</tr>
<tr>
<td>Instrument</td>
<td>AEIES100</td>
<td>magnetic</td>
<td>AEIES200</td>
<td>AEIES200</td>
<td></td>
<td>IEE-15 Survey</td>
<td>AEIES200B</td>
<td>ESCA3 Mk 1</td>
<td>5950A</td>
</tr>
</tbody>
</table>
work undertaken at the NPL,\textsuperscript{11} on a VG Scientific ESCA3 Mk II, gave particular attention to (a) the reproducibility of the calibration, (b) the correct establishment of the zero binding energy point and (c) the accurate measurement of the energy scale. The work determined in detail the effect of operating parameters on reproducibility and, in addition, concluded that the zero point was best defined by the nickel Fermi edge using Mg \textit{K}\alpha as the source radiation. The measurement of the energy scale was achieved by first checking the 1:1 energy-to-scan voltage equivalence and then by measuring the scan voltage as accurately as possible. The measurement chain was calibrated against a standard cell itself calibrated against the standard NPL volt. The NPL spectrometer energy scale therefore possessed full traceability to the primary volt standard. For electrons of energy 0–1550 eV a precision of measurement of around 2 p.p.m. was achieved with an overall accuracy of 11 p.p.m.

Binding energies of copper, silver and gold referenced to the nickel Fermi edge were determined on the NPL spectrometer and represent the first accurately traceable calibration of binding energies. The binding energies for both Al \textit{K}\alpha and Mg \textit{K}\alpha radiations are listed in Table A1.2.\textsuperscript{11}

A comparison of previous literature values from Table A1.1 with the NPL tabulation shows that the recent careful work of Bird and Swift,\textsuperscript{7} which quotes the smallest errors of the literature values, gives very close agreement. Other interlaboratory comparisons\textsuperscript{11} have subsequently confirmed that where the appropriate methodology\textsuperscript{12} is carried out, the calibration is repeatable to ±0.02 eV if some effort is taken and to ±0.05 eV with fair ease.

### A1.2 Calibration of AES Instruments

The majority of electron spectrometers presently employed in Auger electron spectroscopy are cylindrical mirror analysers (CMA), as distinct from the

| Cu 3\textit{p} | 75.14 ± 0.02 | 75.13 ± 0.02 |
| Au 4\textit{f}_{7/2} | 83.98 ± 0.02 | 84.00 ± 0.01 |
| Ag 3\textit{d}_{5/2} | 368.27 ± 0.02 | 368.29 ± 0.01 |
| Cu \textit{L}_{3} \textit{MM} | 567.97 ± 0.02 | 334.95 ± 0.01 |
| Cu 2\textit{p}_{3/2} | 932.67 ± 0.02 | 932.67 ± 0.02 |
| Ag \textit{M}_{4} \textit{NN} | 1128.79 ± 0.02 | 895.76 ± 0.02 |

**Notes**
1. Al \textit{K}\alpha–Mg \textit{K}\alpha = 233.02 eV
2. Au 4\textit{f}_{7/2} Al \textit{K}\alpha BE lowered by Au 4\textit{f}_{5/2} tail
3. Ag 3\textit{d}_{5/2} Mg \textit{K}\alpha BE raised by Ag 3\textit{d}_{5/2} X-ray satellite
spherical sector analysers (SSA) more common in the higher resolution instruments for XPS. The poorer resolution attainable using single-pass CMA analysers, together with the difficulties of accurate sample positioning, restrict the accuracy of the energy calibration compared with that for XPS. However, for chemical state information in AES, an accurate energy scale calibration is needed.

In contrast to XPS, where kinetic energies, $E_K$, are referenced to the Fermi level, in AES peaks are quoted for their kinetic energy, $E_K$, referenced to the vacuum level. As a result, the absolute energy scale will be sensitive to work function differences between spectrometers, although energy differences are not so dependent. In addition, for CMA instruments the precise positioning of the sample is critical, unlike the case for the SSA encountered in XPS instruments. Tests at the NPL\textsuperscript{13} using a Varian CMA analyser showed that the position of a copper sample must be set to 15 $\mu$m to gain an experimental repeatability of 0.1 eV for the Cu $L_3MM$ peak. This arises through the focal properties of the CMA where a change, $\Delta l$, in the focal length $l$ of the analyser appears as a shift, $\Delta E$, in the energy $E$. Generally $l$ is of the order of 150 mm so that the above positioning accuracy cannot be avoided.

The recent ASTM E-42 round-robin\textsuperscript{14} reports on the Auger peak positions for copper and gold reference metals; these peaks were recorded on a wide range of instruments. Peak energies showed substantial deviations about the median ranging from 1.9 eV for the low-energy peaks up to 7.4 eV for the high-energy gold $M_4N_{6,7}N_{6,7}$ transition. Clearly differences of this magnitude arise from calibration problems and make chemical state information unreliable.

As most Auger electron spectra are recorded in the derivative $(d\{En(E)\}/dE)$ mode with a modulation voltage applied to the analyser, peak energies are generally reported as the position of the high-energy negative excursion peak. Unfortunately, peak energies defined in this way are very sensitive to the modulation amplitude, as seen in Figure A1.1 for the 100 eV elastic peak, and also to analyser resolution. Accurate calibrations could be established for the copper, silver and gold peaks at a given modulation for various analyser resolutions; however, for most instruments the real modulation in terms of the contribution to the energy spectrum is not known with sufficient accuracy. For many instruments the modulations are not applied to all electrodes in phase in strict proportionality to the d.c. voltages present. This problem is discussed in detail by Seah,\textsuperscript{15} who shows why this then makes it very difficult to calibrate the effective energy modulations of the spectrometer. The problem is most prevalent with XPS analysers used for AES but even the CMAs do not behave simply. Tests on two Varian CMAs show that the effective energy modulation of the spectrometer is $20 \pm 1$ per cent. lower than that predicted from the product of the measured voltage modulation of the mirror electrode and the spectrometer constant. In addi-
tion to this effect, which arises from the analyser design, will be the normal errors associated with ensuring that the voltage oscillator is kept in calibration. These problems are common to most AES instruments and not to any particular model.

In order to avoid the difficulties associated with the imprecision of the modulation and the need to correct for analyser resolution, each peak position in the differential mode may be replaced by the energy at which swing between the positive and negative excursions crosses the zero signal line. This zero crossing point is insensitive to the applied modulation and analyser resolution and can therefore be most accurately assigned. Figure A1.1 shows a series of different modulations for the 100 eV elastic peak and illustrates how the zero crossing point changes by less than 1 per cent. of the shift seen in the customary negative peaks for modulations up to 2 V. For small modula-

![Diagram](image)

**Figure A1.1** 100 eV elastic peak in (i) differential \(\frac{d[En(E)]}{dE}\) mode for 1, 2, 5 and 10 volts peak-to-peak modulation and (ii) direct, \(En(E)\) mode
tions the zero crossing point corresponds to the peak positions as recorded in the direct En(E) spectrum (shown top right in Figure A1.1). Indeed, for the best possible accuracy of energy calibration, it is strongly advisable to use this En(E) mode, since only then is the peak energy entirely independent of the modulation and its associated errors in assessing its magnitude. The En(E) peak positions for copper, silver and gold reference metals, using a 5 kV electron beam, are given in Table A1.3. The positions are the same as the zero crossing point in the differential mode for small modulations. The tabulated data were recorded at the NPL on a VG Scientific ESCA3 Mk II spectrometer modified for reference work with its energy scale traceable to the standard volt. The peak positions thus have precise traceability to a primary standard, but, bearing in mind that kinetic energies referenced to the vacuum level (as customarily used) depend on the spectrometer ‘work function’, a final column in Table A1.3 is added with the kinetic energies referenced to the Fermi level. A further point that should be noted is that, with the varying energy in the deflector field, the effective mass of the electron is involved and not the rest mass, so that a relativistic effect occurs in which the true electron energy $E_k^0$ is related to that using the low energy approximation for the analyser, $E_k$, by

$$E_k = E_k^0 + \left( \frac{E_k^0}{1011R} \right)^2 + \cdots \text{SSA}$$

$$E_k = E_k^0 + \left( \frac{E_k^0}{1536} \right)^2 + \cdots \text{CMA}$$

where $R$ is the retard ratio between the kinetic energy of the electron in the SSA deflector field and $E_k$. Thus, a CMA calibrated to give the correct value for the gold peak at 2020 eV will, if the energy scale is assumed to be linear measure, the copper 914.4 eV peak at 0.43 eV too high an energy, i.e. 914.8 eV.

<table>
<thead>
<tr>
<th></th>
<th>$E_k$</th>
<th>$E_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu $M_{2.3}M_{4.5}M_{4.5}$</td>
<td>59.2 ± 0.1</td>
<td>63.5 ± 0.1</td>
</tr>
<tr>
<td>Au $N_{6.0}O_{4.5}O_{4.5}$</td>
<td>68.2 ± 0.1</td>
<td>72.5 ± 0.1</td>
</tr>
<tr>
<td>Ag $M_{4}N_{4.5}N_{4.5}$</td>
<td>353.6 ± 0.1</td>
<td>357.9 ± 0.1</td>
</tr>
<tr>
<td>Cu $L_{3}M_{4.5}M_{4.5}$</td>
<td>914.4 ± 0.1</td>
<td>918.7 ± 0.1</td>
</tr>
</tbody>
</table>

Notes
1. Energy of peak recorded in En(E) mode, equivalent to the zero crossing point in the differential mode for small modulations.
2. Kinetic energies include the appropriate relativistic correction $E_k = \text{kinetic energy referenced to vacuum level}$ $E_K = \text{kinetic energy referenced to Fermi level}$
Unlike the XPS case the use of Table A1.3 in calibrating AES analysers is not always trivial. For XPS instruments which can also provide AES, the spectrometer will already have been accurately calibrated using XPS. For XPS-style analysers used for AES and with no XPS present, the table can be used directly since the sample position is not critical. However, in CMA-based instruments where the sample will not be repositioned exactly to $\pm 15 \, \mu m$ an extra procedure must be used. Most CMAs are provided with a stabilized beam energy of 2000 eV so that the sample is positioned until the zero crossing of the elastic peak appears at 2000 eV on the energy scale. In general, the instrument needs to be left on this setting for 10 minutes or so for stability but, even then, the energy will not generally be 2000.0 eV. The spectrometer should be set up on copper or gold and the sample carefully moved until the energy difference of the peaks matches that in Table A1.3, as recorded by the energy DVM. The sample is now in the correct position and the true value of the nominal 2000 eV beam energy may be accurately established. This energy value is then used for all subsequent sample positionings and the instrument is calibrated as given in Table A1.3.
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A2.1 Introduction

A problem commonly experienced in the interpretation of an XPS spectrum is that of static charge referencing. Static charging arises as a consequence of the build-up of a positive charge at the surface of non-conducting specimens when the atoms lose electrons in the photo-emission process. This positive charge produces a retarding field in front of the specimen such that the photo-electrons have a kinetic energy, \( E_K \), lower than that predicted by the simple equation:

\[
E_K = h\nu - E_B
\]  

where \( h\nu \) is the photon energy of the X-ray source, \( E_B \) is the binding energy of the appropriate core level and \( E_K \) is referenced to the Fermi level of the spectrometer. Conductors in electrical contact with the spectrometer probe do not exhibit such charging effects because the photo-electrons are replaced by electrons flowing through the sample. However, for electrically isolated conductors and insulating materials the rate of photo-electron loss is greater than that of their replacement from within the specimen, and a charged surface ensues.

Generally, in spectrometers using an achromatic X-ray source, this charge is partially neutralized by a background of low-energy electrons (i.e. <5 eV) produced by the bremsstrahlung X-rays striking the X-ray gun window and the internal parts of the apparatus. If the surface charges positively, these low-energy electrons are drawn to the sample so that an equilibrium steady-state static charge results and the photo-electron peaks occur in the spectrum.
with an energy now defined by
\[ E_K = h\nu - E_B - C \]  \hspace{1cm} (A2.2)
where \( C \) is the steady-state static charge value, usually a positive number.

The steady-state static charge discussed above may be termed an equilibrium static charge, \( C \), and is generally achieved within a few seconds of the irradiation of the specimen by X-rays from an achromatic source, unless the sample is of a changeable conductivity. The latter effect may arise from damage to a specimen by the X-rays, thereby changing its physical nature (e.g. reduction of an insulating compound to contain metallic sites).

The surface charging problem is accentuated if the X-ray source is monochromatized because of the reduced intensity of the photon flux and the loss of the bremsstrahlung X-rays. This leads to a significant decrease in the number of scattered low-energy electrons in the vicinity of the sample and, consequently, a steady-state static charge is seldom attained. If a monochromatized X-ray source is used it is necessary to direct a controlled beam of low-energy electrons from an electron gun at the specimen surface, as discussed in Section A2.6, and this produces a gun-controlled static charge, \( C_G \).

In addition to the change of kinetic energy of the photo-electrons arising from the equilibrium static charge, spectral peak broadening may be observed for insulating materials. This is because, although the surface may attain an overall static charge at equilibrium with the photon flux, not all of the sites have equivalent \( C \) values. This effect is particularly noticeable for heterogeneous specimens where components vary in insulating nature (e.g. minerals) and, in extreme cases, spectral peaks arising from photo-electrons emitted from the same atomic level in different regions of the sample may be split by several electronvolts.

Although static charging can significantly shift the kinetic energy of the photo-electron peaks, it does not necessarily preclude the determination of their true binding energy provided the value of \( C \) is established. Several methods are discussed below which may be considered as supplementary or alternative to the use of the Auger parameter discussed in Chapter 3.

### A2.2 Adventitious Surface Layers

Unless specimens are prepared for analysis under carefully controlled atmospheres, their surfaces generally suffer from adventitious contamination. Once in the spectrometer, further contamination can occur by the adsorption of residual gases, especially in instruments with oil diffusion pumps. These contamination layers can be used for referencing purposes if it is assumed that they truly reflect the steady-state static charge exhibited by the specimen surface and that they contain an element peak of known binding energy. Carbon is the element which is most commonly detected in contamination
layers and the photo-electrons from the C 1s atomic energy level are those most generally adopted for referencing purposes. A binding energy of 284.8 eV is often used for the C 1s level of this contamination and the difference between its measured position in the energy spectrum and the above value gives the charging value, $C$, of equation (A2.2).

Siegbahn et al$^1$ first reported the presence of a carbon contamination layer and deduced that it originated from pump oil, since the C 1s peak increased in intensity with the exposure of the specimen to the spectrometer vacuum. Subsequently, it had generally been assumed that the C 1s electrons originate from saturated hydrocarbon components, or from carbon atoms in chemical domains of similar electronegativity to that in a saturated hydrocarbon, in the contamination layer. The experimental considerations and reliability of the use of adventitious carbon for energy referencing have been discussed in a review article by Swift.$^2$

The main disadvantage of the technique is the uncertainty caused by the spread of values from 284.6 to 285.2 eV reported in the literature$^2$ for the C 1s electrons. Therefore, it is recommended that if the C 1s electrons from a contamination layer are to be used for referencing, their binding energy should be determined by the user on his own spectrometer. Ideally this determination should be carried out on a substrate closely similar in chemical and physical properties to the material to be analysed uniformly covered by only a thin contamination layer (i.e. of the order of a monolayer).

Factors that can affect the measured C 1s binding energy from adventitious carbon layers, and its subsequent use for energy referencing, include:

(a) The chemical state of the carbon in the contamination layer.$^3$
(b) The thickness of the adventitious layer.$^4-6$
(c) The chemical and physical nature of the substrate on which the measurements are made.$^2,4$
(d) Specimen preparation and surface treatment effects.$^4,7,8$
(e) The accuracy of the energy calibration of the spectrometer on which it is determined.$^9$

Despite the apparent limitations and uncertainties associated with the use of adventitious carbon for static-charge referencing, it is the most convenient and commonly applied technique. However, for the reasons listed above and discussed in the review article by Swift,$^2$ the interpretation of binding energies must be regarded with caution. Furthermore, if results from different laboratories are to be compared, the absolute energy calibration of the spectrometers must be defined and a reliable reference binding energy (e.g. Au 4f$_{7/2}$) reported. This information, together with the C 1s electron binding energy used and the substrate on which it was measured, should provide a reasonable basis to allow a meaningful comparison of results to be made.
A2.3 Deposited Surface Layers

In cases where a suitable adventitious overlayer is not present it is necessary to introduce a calibrant by deliberate deposition. In general, organic compounds and metals are used for the calibrating species as they can often be reliably condensed onto surfaces under UHV conditions. Unknown calibrants, such as pump oils, can be used if they re-evaporate without decomposition in UHV.

Care should be taken to ensure that the calibrant neither decomposes nor reacts with the substrate upon condensation and that the binding energy observed for the reference material, which may deposit either as a thin overlayer or in islands, is characteristic of the bulk. This can be done by taking spectra as a function of time and amount of calibrant deposited. It may also be advantageous to characterize the form of the deposition (i.e. as uniform overlayer or islands) by carrying out angular studies. This, of course, is not applicable to powder samples.

The deliberate deposition of oil vapour in diffusion pumped systems is frequently used for calibration purposes since it may be accomplished by allowing the liquid nitrogen cold traps to partially warm up. Alternatively,\(^{10}\) in certain types of spectrometer the cooled X-ray source window may be allowed to warm to release condensed adventitious species directly onto the specimen. In both cases condensation may be accelerated by cooling the sample. When employing this method care should be exercised to avoid the 'memory effect' from previously introduced volatile material, which is not intended to be used as a calibrant, condensing onto the sample and possibly leading to an erroneous reference.

Another method employing organic materials as calibrants involves their introduction from outside the vacuum chamber, as described by Connor.\(^{11}\) This little-used method allows the organic compound chosen to be compatible with the sample under investigation, for instance in regard to wettability and freedom from spectral overlap of core-level lines.

Metals are also frequently employed as calibrants in XPS and, because of their general inertness and ease of evaporation, the noble metals are most often used. In practice about a monolayer of, for example, gold is deposited, preferably \textit{in situ}. The method is one of the few charge-correction methods to receive detailed study,\(^{12-15}\) where it has been demonstrated\(^{12,14,15}\) that the conditions necessary to obtain electrical equilibrium, and therefore accurate charge correction, depend on the surface coverage. An optimum thickness of gold exists for effective charge correction, which for polyethylene and PTFE is approximately 0.6 nm.\(^{15}\) Such thicknesses should be regarded as equivalent thicknesses since it is known\(^{16}\) that gold deposits in the form of islands at these low coverages. Care must be exercised here since there are indications that small binding energy shifts (\(\lesssim 0.25\) eV) for the Au \(4f_{7/2}\) peak occurs at low
coverages.\textsuperscript{17} Also, with certain types of substrate, notably halides and cyanides, reaction with the gold has been reported.\textsuperscript{18-21} However, when the appropriate precautions are taken\textsuperscript{13-15} the gold decoration technique may often be used to obtain charge-corrected binding energies using the calibrated binding energy of 84.0 eV for the Au 4f\textsubscript{7/2} line.\textsuperscript{9}

Should, of course, one be dealing with a sample that may safely evaporate without decomposition in UHV then referencing becomes relatively straightforward. In this case a suitably thin layer of sample is first characterized by condensation onto a clean metal substrate (e.g. gold) and referenced by using a known core-level binding energy of the substrate. The reliability of the electrical contact should be verified by accumulating spectra at various sample thicknesses and by ensuring that all peaks in the spectrum shift by the same amount when an electrical bias is applied.

### A2.4 Mixtures

The possibility of carrying out static charge energy referencing for insulating materials, by preparing finely ground mixtures with powders containing a component of known binding energy, has been investigated. Powdered graphite has been the most commonly used reference material for this technique,\textsuperscript{1,22-24} whilst lithium fluoride,\textsuperscript{25} potassium salts,\textsuperscript{26,27} triplumbic tetroxide,\textsuperscript{28} molybdenum trioxide\textsuperscript{29,30} and gold\textsuperscript{30} have also been considered. Generally, the experimental difficulty of obtaining intimate homogeneous mixtures (i.e. approaching atomic proportions) has been regarded as the main limitation of this technique.

Factors which must be considered when interpreting the data include:

(a) The particle size of the powders, which can affect the intimacy of the mixture.

(b) Particle–interface interaction between different components.

(c) Differential charging of the particles of the different components.

Results for mixed powders are usually very poor and Wagner\textsuperscript{31} has recently shown that, for some systems, errors of up to 10 eV can be produced.

It is possible to achieve mixing at a molecular scale for a limited range of materials by fusion of a calibrant with an unknown compound; however, the data will rarely be characteristic of the original compounds. The co-condensation of a volatile calibrant with an unknown compound is also a method of energy referencing that has been extensively used by Connor,\textsuperscript{11} who obtained good internal consistency leading to binding energies with a reproducibility of ±0.2 eV. The results were found to be independent of the relative proportions of the calibrant and unknown compound co-condensed and also of the specific calibrant molecule used.
Of the three mixture referencing techniques discussed above, the last has been shown to be the most reliable. However, this method is limited to stable volatile compounds. In general, the use of mixture techniques is not recommended as a means of energy referencing, either with or without static charge correction considerations.

A2.5 Internal Standards

Perhaps the most reliable method of spectral referencing lies in the use of an internal standard\textsuperscript{32} which depends upon the invariance of the binding energy of a chosen chemical grouping in different molecules. It is attractive because the referencing specie is now ‘locked’ into the unknown material and must reflect the static charge of the system if it is uniform over the surface.

The method has found widespread use in the study of carbon-containing material\textsuperscript{33} and, in particular, polymer systems, where it has found most reliable application in the study of chemical shift. The use of this method, of course, requires a knowledge of the molecular formula of the material being studied. The binding energy of the chemical grouping employed must be known to be invariant in a range of environments by some independent method (e.g. preparation of thin conducting films).

A novel variation on this method is in the use of bulk solvent as reference in quick-frozen solutions.\textsuperscript{34} Although this is of limited application it is nonetheless valuable.

A2.6 Low-energy Electron Flood Gun

Low-energy electron flood guns may be used to stabilize the static charging of insulators examined by XPS\textsuperscript{35} and, in particular, when monochromatized X-rays are employed. Recent work \textsuperscript{36,37} into the design and operation of flood guns has shown that the best results are achieved with an electron beam of a low energy (<1 eV), with respect to the vacuum chamber at earth, from a source very close to the specimen. Optimum operating conditions, e.g. sample position, exist for particular configurations and must, in general, be determined by the user. Low-electron energies should be used to maximize the neutralization effect and reduce the number of electron bombardment induced reactions.

A low-energy electron flood gun is potentially of use for three types of XPS application; these are:

(a) Studies using monochromatized X-rays where charging shifts for insulators are usually very large and not corrigible by the methods discussed previously. Flood guns compensate for the loss of bremsstrahlung-excited secondary electrons in changing from an achromatic to a mono-
chromatic X-ray source. Operation in this manner normally overcomes
the major problem but still leaves a small correction to be made using a
method outlined in previous sections.

(b) Absolute calibration of spectra may be achieved by using a flood gun
suitably calibrated for a particular instrument configuration.\textsuperscript{36} In this way
the value of $C$ in equation (A2.2) can be reduced or even made negative.
$C_G$, defined earlier in relation to equation (A2.2), is equal to the cathode
voltage minus a gun constant. With a calibrated gun and for smooth sam-
ple surface potential can be set to $\pm 0.01$ eV, allowing a precise
definition of binding energies. At the present time the design of flood
guns does not enable this accuracy to be achieved with the type of pow-
dered samples often studied with XPS. Here the absolute accuracy is
reduced to about $\pm 0.50$ eV.

(c) In situations where static charging is not homogeneous across the sample
surface, peak broadening may occur and the electron flood gun can be
used to minimize or even eliminate this broadening.\textsuperscript{36}

Of the five energy referencing methods discussed in this appendix, the
low-energy electron flood gun technique shows the greatest potential because
of its applicability to all types of sample encountered in XPS.
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A3.1 Introduction
There is an increasing interest in the collection of data of high quality which can then be analysed by accurate data analysis methods. This has arisen because there is a growing awareness of the importance of being able to distinguish small changes in photo-electron spectra, and the availability of cheap microcomputers allows automation of data collection and many digital methods of data analysis to be applied without having to resort to large and expensive mainframe computers. This appendix will attempt to review the range of data-collection and analysis techniques, and provide examples from the work of the author which illustrate the application of the methods described.

A3.2 Data-collection Systems
The majority of X-ray photo-electron spectroscopic (XPS) data is still collected using analogue ratemeters and chart recorders. Analogue data are subject to problems of uncertainty in peak position and peak area due to dependence upon the instrument time constant and scanning speed. Analogue data give almost no idea of data quality due to the effective smoothing due to the choice of a high time constant. If smoothing of data is to be carried out it is much better to smooth digital data in a controlled way (to be discussed below) than to rely upon the correct selection of the time constant and scanning speed by the operator. Once the digital data have been collected it can be treated by various methods, but once analogue data have been collected it cannot be modified since it has already been altered by the analogue collection system. In addition the data analysis is often carried out
using analogue methods such as curve fitting using a Du Pont curve resolver. This approach is highly subjective and, thus, often misleading. One of the most serious limitations of analogue data is that it prevents data accumulation to improve the signal-to-noise (S/N) levels in a spectrum.

Most commercial spectrometers can be purchased with a data system to control the spectrometer and to carry out some data analysis. Such data analysis systems may be fairly expensive, but the availability of cheap microcomputers allows data systems to be provided at a substantially reduced cost. The microcomputers have the advantage that even though they are generally single-task machines their cost allows one to have a number of them performing particular tasks. In addition, the programs can always be adjusted to accommodate the latest developments and improvements in data analysis and collection which would not be possible with dedicated apparatus such as multichannel analysers.

The way in which a microcomputer-based data analysis system might be constructed is illustrated in Figure A3.1, which shows the way in which micro- and mainframe computers are associated with the spectrometer in the author's laboratory. This system uses two microcomputers and five terminals associated with the mainframe computer. Printers and a plotter are all linked together through a local distribution board, which allows devices such as the printers to be shared by the microcomputers and the mainframe computer.

![Diagram of a microcomputer and mainframe computer data system](image)

Figure A3.1  Diagram of a microcomputer and mainframe computer data system
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terminals, and the microcomputers and the terminals to talk to the mainframe computer through six hard-wired lines.

The data are collected simultaneously by an analogue ratemeter (A) and a digital ratemeter (D). The analogue ratemeter gives an X–Y analogue plot which is useful for collection of an overall spectrum and for monitoring any changes in the spectrum with time (which might be caused by decomposing samples or a drifting sample potential). The digital ratemeter can also be used to monitor any changes in the spectrum with time by an additional output which allows data, when required, to be punched out on paper tape simultaneously with the main output which is transferred to the Apple II microcomputer system.

The Apple II microcomputer system has 64K of random access memory available which gives good space for complex data-collection programs with full graphics facilities. This micro is programmed to communicate with the operator to ensure that the machine is being operated in the correct manner, as well as to collect all the relevant spectral information. The program is so designed that an inexperienced operator is provided with a considerable amount of information on an 80 × 24 upper and lower case screen. The experienced operator can ignore the information since it is printed at a very fast rate. The spectrum is then displayed while it is collected on an additional graphics screen displayed simultaneously with the text screen. This allows simultaneous display of the program instructions with the generation of graphics, allowing instruction manuals to be eliminated and making it possible to easily construct self-teaching programs. This is of particular value when the microcomputer system is being used to analyse the data. The data are stored on floppy disc, which can be transferred to another 64K Apple II system for data analysis, while the first Apple II system is used to collect another spectrum, thus eliminating any dead time.

The spectra are stored permanently on floppy disk (a 5.25 inch floppy disk can store approximately seventy reasonable length spectra), but are also transferred to the mainframe computer where they are stored on magnetic tape. The mainframe computer is used for data analysis and for large calculations (such as molecular orbital calculations) for data interpretation. Mainframe computing power is needed for some data analysis methods, but the microcomputers are being increasingly used for this purpose in the author’s laboratory.

A3.3 Simple Data Operations

Many data systems control most of the spectrometer functions, such as starting kinetic energy, range, number of scans, scanning to a predetermined S/N ratio, X-ray gun voltage and current settings, and the operation of an argon ion gun. The data collection may be displayed as it is collected or after the
spectrum is terminated. Some caution has to be exercised in the way in which
the data collection is carried out, since some manufacturers pre-treat the data
(by smoothing and background subtraction) as an automatic part of their data
system. This is a very regrettable practice since it should be clear from this
appendix that there is no ‘correct’ way for carrying out such operations, and
thus this practice can lead to misleading results. In general, then, all the data
treatment methods must be treated with caution, and the original untreated
data should always be retained as a permanent record.

In particular, some very simple operations can be carried out, and these
are discussed below. All these operations can easily be carried out on a
microcomputer system. Such a system has the value that the altered spectrum
can be instantly displayed after the process has been applied.

A3.3.1 Spectral display and expansion

The display is generally made as a series of points representing each digital
data point collected for a particular time at a specific kinetic energy, or
sometimes at a particular time over a small linearly varied kinetic energy
range. This dot display of points is in the author’s view to be preferred over a
display which links the points by a line to give a continuous spectrum. The
spectrum often has cross wires superimposed upon it so that individual points
in the spectrum can be identified in terms of their $x$ (kinetic energy or binding
energy) and $y$ (counts) position which is generally printed out at the bottom of
the spectrum. Simple $x$ and $y$ expansion of the scale is generally made avail-
able. A facility to normalize the spectrum so that the point with maximum
counts is at the graphics display maximum is generally useful, especially if
there is a facility to remove part of a spectrum in order to concentrate upon
particular spectral features.

A3.3.2 Integration and area measurement

Some facility for area measurement is useful, and this generally takes the
form of a facility where the area between two points (identified by positioning
the cross wires at these points) is calculated as the area between a line joining
the points and the spectrum. The whole spectrum is sometimes integrated by
adding all the data points together (after the removal of some horizontal
background value) and displaying the integrated curve as the total sum at that
point counting from left to right.

A3.3.3 Spike removal

Spikes can sometimes be generated in a spectrum as a result of power surges
or the switching on of apparatus, and a facility to remove a particular point
and replace it by another point is valuable. Obviously this process should only be applied to a limited number of points!

It is very important to remove spikes before further data analysis is carried out since only one or two such spurious points can very seriously effect data analysis operations such as smoothing and non-linear least squares curve fitting.

### A3.3.4 Satellite subtraction

Some commercial data systems provide for the X-ray radiation satellites to be removed, and even claim that such an approach is as good as using an X-ray monochromator, which of course removes such satellites. Satellite subtraction must be carried out with great care. Firstly, the background in the region of interest must be accurately subtracted, and it will be seen below that this is by no means an operation that can be performed with complete accuracy. Secondly, any Auger peaks present in the region of interest must be identified (since these, of course, will have no X-ray satellite contribution) and their spectral contribution accurately calculated, so that this intensity can be removed from the intensity that contributes to the X-ray radiation satellite intensity. Thirdly, any satellites due to other peaks outside the region of interest must be identified, e.g. X-ray satellites, satellites of Al $K\alpha_2$ radiation from magnesium anode systems with aluminium X-rays windows and crossover in two anode systems, and discrete energy loss satellites from photoelectron peaks at a higher binding energy than the region of interest (see Chapter 3).

### A3.3.5 Baseline removal

The removal of the background of a spectrum is a non-trivial operation which will be discussed below. The removal of a horizontal baseline is a trivial operation, however, which is a convenient method for the visual improvement of a spectrum which consists of small spectroscopic changes superimposed over a large background.

### A3.3.6 Addition and subtraction of spectra

For comparative purposes two spectra may be added together or subtracted one from the other. Many data systems provide such a facility for direct addition and subtraction. If the subtraction technique is to be used in a more thorough manner the subtraction technique must be carried out in a non-trivial manner, such methods being discussed below.
A3.3.7 Peak maximum location

A procedure to locate the maximum count, i.e. peak maximum, in a spectrum is easily done. Such a procedure generally allows a genuine peak to be distinguished from a stray point.

A3.4 Smoothing

Nearly all data systems provide a facility to smooth the data. Such an operation must be carried out with care and this section is concerned with the effect that smoothing has upon data and suggests how smoothing might be carried out in the most effective and least distorting way. In general it is always much better to use unsmoothed data, since any smoothing procedure is bound to introduce some sort of distortion to the spectra. Nevertheless, there are many cases where some smoothing is required, such as when very weak signals are recorded with a prohibitively long time needed to record a spectrum with a good signal-to-noise ratio or when a sample is decomposing and it is necessary to record a spectrum over a very small period of time. In addition it is often necessary to smooth data with a fairly good signal-to-noise ratio as a prerequisite to further analysis involving processes such as difference or derivative spectra.

Smoothing is a process that attempts to increase the correlation between points while suppressing uncorrelated noise. Smoothing is achieved by convolution of the data with a suitable smoothing function in an appropriate way. Two different types of smoothing process can be used, namely the least squares central point smoothing techniques proposed by Savitsky and Golay and related methods, and the Fourier transform approach. The first method is the most common, and in its simplest form is found on most data systems.

A3.4.1 Least squares approach

This method involves convoluting the data with a convoluting function such that

\[ y(0) = \sum_{i=-m}^{m} \frac{C_i f(t)}{\text{NORM}} \]  

where \( y(0) \) is the smoothed point, which corresponds to the centre of an odd number interval of points, \( P (p = 2m + 1) \); \( f(t) \) are experimental data points in the given interval, which are convoluted with the appropriate integers, \( C_i \); and \( \text{NORM} \) is a normalizing factor.

In the simplest case, that of a moving average, \( C_i = 1 \) for all \( t \) and \( \text{NORM} = P \). A least squares fit to the data over the interval \( P \) using a polynomial of degree \( n \) can be achieved exactly by using the above formula.
since discrete integers, \( C_i \), exist for distinct values of \( P \) and \( n \). Hildebrand\(^2\) and Proctor and Sherwood\(^3\) quote a general formula for the necessary set of polynomials \( p \).

In general a number of points concerning the use of this type of smoothing can be identified:\(^3\)

(a) Smoothing increases with the number of points used in the smoothing interval. The optimum value for the smoothing interval is 0.7 (peak width at half maximum).

(b) Smoothing decreases as the degree of the smoothing polynomial increases. In general, fits to quadratic or cubic polynomials are more effective than those to higher order polynomials.

(c) Normal methods of smoothing cause a loss of points at each end of the spectrum. If the smoothing interval is of \( N \) points then the number of points lost from each end of the spectrum is \( (N-1)/2 \); thus the effect becomes more serious as the smoothing interval is increased. This effect can be eliminated by estimating the points lost by a suitable equation (equation 8 in Ref. 3). This allows the smoothing operation to be repeated as many times as desired.

(d) Smoothing can be repeated (especially when no points are lost when carried out as described in point c) in order to increase the amount of smoothing, though the largest amount of smoothing occurs during the first passage through the smoothing process. Repeat smoothing has the effect of generating a new smoothing polynomial which gives more emphasis to positive values, is broader than the original, has a height that falls as the function gets broader and causes ripples to occur at the extreme ends of the functions. This wide range of smoothing functions makes repeat smoothing a valuable process.\(^3\) It is found that the smallest interval possible, repeated as many times as possible, is a good way to perform such a repeat smoothing operation, though the choice of smoothing interval and repeat number is not critical provided that the interval chosen is not too large with respect to the peak width.

Figure A3.2 and Table A3.1 show how the methods described above can be successfully applied to a typical core photo-electron spectrum. Thus a noisy O 1s spectrum (which can be fitted to three peaks) can be smoothed by a twenty-one-point interval repeated a hundred times (21 is \( 0.7 \times \) peak width at half maximum), and the result compared with the same spectrum run for a long period of time. The smoothed spectrum contains no new information, of course, since smoothing is a cosmetic process, but the smoothed spectrum makes some spectral features more evident to the observer and so is more useful than the unsmoothed spectrum. Thus the smallest of the three peaks is more clearly present visually and in terms of the fitted information (Table
Table A3.1  Non-linear least squares curve fitting results for and O 1s spectrum obtained with good statistics, poor statistics, and poor statistics smoothed

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Good statistics (Figure A3.2a)</th>
<th>Poor statistics (Figure A3.2b)</th>
<th>Poor statistics smoothed (Figure A3.2c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binding</td>
<td>534.81(16)</td>
<td>534.79(76)</td>
<td>534.73(12)</td>
</tr>
<tr>
<td>Energy, eV</td>
<td>532.66(04)</td>
<td>532.74(18)</td>
<td>532.71(03)</td>
</tr>
<tr>
<td>FWHM, eV</td>
<td>530.95(02)</td>
<td>530.99(08)</td>
<td>530.99(01)</td>
</tr>
<tr>
<td>Area ratio</td>
<td>2.10(04)</td>
<td>2.04(15)</td>
<td>2.10(03)</td>
</tr>
<tr>
<td>Chi-squared</td>
<td>1/7.77/16.90</td>
<td>1/7.44/14.94</td>
<td>1/7.08/14.34</td>
</tr>
</tbody>
</table>

Note. Figures in brackets refer to 95 per cent confidence limits.

A3.1) in the smoothed spectrum. Thus the chi-squared value (vide infra) falls to 42 per cent. of the original value when the third peak is added to the smoothed spectrum, but to only 97 per cent. of the original value in the unsmoothed spectrum.

A3.4.2  Fourier transform approach

Smoothing can be carried out by a very different approach which involves the use of Fourier transform analysis.⁴⁻⁷ Fourier transformation of a spectral array containing noise results in a spatial frequency distribution for both the signal and the noise. It is possible to truncate the noise contribution in the spatial frequency distribution by multiplication with a suitable weighting function whereupon subsequent transformation back will result in a smoothed spectrum.

The problem with this approach is that a suitable weighting function must be chosen. Various approaches have been used⁶⁻¹¹ but much depends upon the degree of smoothing desired. An optimum S/N filter has been suggested by Turin,¹¹ but as the S/N ratio is increased so the peak resolution decreases.

Any smoothing methods involves many subjective factors and all methods must be used with great caution.

Figure A3.2  Oxygen 1s spectra illustrating the effect of smoothing. In all cases the spectra are fitted to three peaks, the details being given in Table A3.1. (a) Data for the same material obtained with good statistics by running the spectrum for a long period, (b) data for the same material with bad statistics by running the spectrum for a short period and (c) the result of smoothing the spectrum (b) 100 times with a smoothing interval of 21
A3.5 The Analysis of Overlapping Spectral Features

In many cases the information provided by photo-electron spectroscopy is contained in a spectrum that consists of a number of overlapping peaks, often of different peak shapes and intensities. In the core region the peaks will be a series of chemically shifted peaks, satellites, energy loss features and Auger peaks. In the valence region the spectra will reflect all the complex features of the ground-state valence band, together with complications due to the need to include the excited state (i.e. joint density of states) at low photon energies. In both cases no spectrum can be unambiguously analysed and there is no definite way to proceed with the analysis. Experimentally it is best to employ a monochromatized photon source, especially in the X-ray region, but this is not always available, and in any case the substantial loss of intensity may lead to unacceptable spectral collection times. There are two main ways to try to unscramble this information, namely deconvolution and curve fitting. Neither method can give a unique solution. Most attention has been given to curve fitting, though deconvolution has been applied with success to a number of spectra. Curve fitting is very dependent upon the initial ‘guess’, i.e. the number of peaks and their peak parameters, and deconvolution can provide valuable assistance in making the most suitable initial guess. Suitable initial guesses can also be assisted by derivative methods and curve synthesis. Certainly the application of as many approaches as possible will provide the best chance of a reasonable spectral interpretation.

A3.5.1 Deconvolution methods

A photo-electron spectrum has an observed spectral width that includes a broadening due to instrumental factors. These factors include the resolving power of the spectrometer and the line width of the photon source used (see Chapter 3). If one knew the exact contribution due to these factors and could construct a function \( B \) that described them, then it would be known that the observed spectrum was a convolution of the ‘true’ spectrum \( f_t \) and this instrumental function. The ‘true’ spectrum could then be obtained by the deconvolution of the observed spectrum \( f_o \) that arises from the way in which the experiment is constructed. The observed spectrum is related to the desired ‘true’ spectrum by a ‘convolution’ equation:

\[
f_o = f_t B
\]

The retrieval of \( f_t \) from \( f_o \) is referred to as ‘deconvolution’. Random high-frequency noise leads to the addition of a noise term to equation (A3.2) which accounts for noise present in all real data to some extent. This noise term means that the deconvolution process is not unique, which has the effect of possibly introducing noise and spurious oscillations into the deconvoluted
spectrum. This serves to highlight the fact that such resolution improvement or enhancement is only achieved at the expense of the signal-to-noise (S/N) ratio in the same way that improvement in S/N ratio by smoothing is generally accompanied by a loss of resolution.\textsuperscript{12,13}

Several methods have been used to deconvolute the effects of data distortion. These include differentiation techniques (vide infra). However, the three main methods used are:

(a) Direct solution of the convolution equation.
(b) Fourier transform analysis.
(c) Iterative techniques.

It is found that the success of the process depends less upon the method of deconvolution chosen than upon the quality of the initial data. Data with very good statistics are an important starting point.

The whole subject has been very effectively reviewed by Carley and Joyner\textsuperscript{14} and the reader is strongly advised to read this paper for a full discussion of this subject.

**A3.5.2 Derivative spectra**

Derivative spectra provide a useful method for peak location in appropriate cases. A number of workers\textsuperscript{15–21} have pointed out the usefulness of derivative spectra. Automatic peak searching routines, based upon the properties of ideal derivatives, have been suggested, but in XPS these are only of limited use. Second-derivative spectra have been used\textsuperscript{15,16} as a quick and easy method for the prediction of peak positions as well as providing useful information in themselves. In second-derivative spectra negative peaks occur corresponding approximately to overlapping peak positions in the original spectrum.

Derivative spectra cannot give accurate peak positions since one is examining the envelope of overlapping peaks so that the observed maximum of each peak is always shifted by the presence of other peaks. Nevertheless derivative spectra provide useful information. In general the most accurate peak position is observed when the differentiating convoluting interval\textsuperscript{15} is similar to the FWHM of the component peaks, though there is a need to balance convoluting interval with resolution.

Figure A3.3 illustrates how second-derivative spectra can be used to predict the position and relative intensity in a simple two-component test spectrum based upon two overlapping O 1s peaks. The second-derivative spectrum shows two peaks of varying intensity, corresponding well to the amounts of the two overlapping peaks in the original spectrum. In addition to slight errors in peak position due to the factors discussed above the relative intensity of the two peaks is only approximate. This is due to the cancellation
effects that occur when the positive lobe of one component peak overlaps with the negative lobe of the other peak. In general this effect will depend upon the number of component peaks, their widths and intensities.

Figure A3.5 compares the smoothed second derivative of an O 1s spectra carbon fibre (Figure A3.4a) which consists of overlapping peaks. The ratio $Q = A/B$ gives some indication of the asymmetry of the C 1s peak, in the same way that measurement of peak width could indicate peak asymmetry.
Figure A3.4 Second-derivative of a C 1s spectrum of a carbon fibre. (a) original spectrum, (b) second-derivative spectrum showing the way in which the $Q$ factor is evaluated.

However, accurate determination of $Q$ is much simpler than any such width measurement, once the second derivative is obtained.

Figure A3.5 compares the smoothed second derivative of an O 1s spectrum with the curve fitted spectrum clearly illustrating the value of second-derivative spectra in providing a suitable guess to peak positions that can then be used in curve fitting.

Two relatively simple methods for calculating derivative spectra are available.

A3.5.2.1 Fourier methods

In this approach,\textsuperscript{5,22} if $y(x)$ has the Fourier transform $F(s)$, then $dy/dx$ has the Fourier transform $(i2\pi s)F(s)$. Extending this to the general $n$th derivative:

$$y(x) \Leftrightarrow F(s) \quad \frac{d^n y}{dx^n} \Leftrightarrow (i2\pi s)^n F(s)$$  \hspace{1cm} (A3.3)

Thus, by applying the relevant weighting function in the Fourier domain,
the subsequent transformation will result in the generation of the $n$th derivative of the original data. However, because more weight is given to higher spectral frequencies (large $S$) the resultant derivatives will have increased noise associated with them.

A3.5.2.2 Polynomial methods

The derivative of a spectral point is simply the derivative of an initially fitted $n$th-order polynomial at that point. Thus the whole derivative spectrum can be obtained by sliding convolution processes exactly analogous to the
extended least squares smoothing approach. The examples discussed here have all been calculated using this method.

As in the Fourier transform case, differentiation using this method also enhances noise characteristics and so even spectra with high S/N characteristics require some prior smoothing.

Repeating the derivative process does produce a fairly satisfactory higher derivative (i.e. first-derivative procedure repeated n times gives an approximation to the nth derivative) and so initial convoluting functions of greater complexity than first or second need not be known. However, practical use of derivatives greater than n = 2 is very limited.

**A3.5.3 Curve synthesis**

A spectrum can be synthesized by using digital or analogue methods to sum a series of functions representing individual peaks in order to produce a final function that closely represents the experimental spectrum. The peak function is generally designed to be a function of appropriate peak variables such as position, intensity, width, function type and peak tail characteristics. Simple curve synthesis can readily be carried out on a microcomputer system or an analogue curve-fitting device such as a Du Pont curve analyser. The microcomputer system has the advantage that a wider range of functions can be used, and the result of the fit can be rapidly displayed graphically together with the appropriate statistical information to allow the quality of the fit to be evaluated. Such a curve synthesis provides a useful initial guess for the more thorough process of non-linear least squares curve fitting which is described below.

A number of types of function have been used for this purpose, the most common being Gaussian or Lorentzian functions. In a work of the author and others a mixed Gaussian/Lorentzian function is used, the one found to be most effective in practice being a product function:

\[ f(x) = \frac{\text{peak height}}{[1 + M(x - x_0)^2/\beta^2]\exp\{(1 - M)[\ln 2(x - x_0)^2]/\beta^2\}} \quad (A3.4) \]

where \(x_0\) is the peak centre and \(\beta\) is a parameter that is nearly 0.5 (FWHM). The actual FWHM is calculated from \(\beta\) using an iterative method. \(M\) is the mixing ratio and takes the value 1 for a pure Lorentzian peak and the value 0 for a pure Gaussian peak.

Curve fitting of this type assumes that a particular peak profile (Gaussian or Lorentzian) is uniquely characterized once its peak width at half maximum (FWHM) has been fixed, and cannot be resolved into subcomponents. In 1968 Perram showed that a single Gaussian profile \((y = \exp(-x^2/2.05))\) could be represented by the sum of two separate Gaussian profiles \((y = \pm 0.515359 \exp\left[-(x^2+0.244622)^2/2(0.988937)^2\right])\), suggesting that the
Numerical decomposition of a structureless contour is not unique. However Baruya and Maddams have shown that this result is atypical since it relates to two component peaks of equal intensity and half width, symmetrically separated by $-10$ per cent of their half widths on either side of the initial Gaussian peak. They conclude that in most practical situations, Gaussian and Lorentzian profiles are unique and curve fitting may be undertaken. The scope and limitations of curve fitting in general have been discussed by Maddams.¹³

### A3.5.3.1 Chi-square ($\chi^2$)

The quality of the curve fit obtained can usefully be evaluated by evaluation of the weighted $\chi^2$, which is defined as

$$\chi^2 = \sum_{r=1}^{n} w_r [y_r - f(x_r/q)]^2$$  \hspace{1cm} (A3.5)

where $y_r$ is the observed count at $x = x_r$, $F(x/q)$ is the fitted peak envelope, $k$ is the total number of points in the spectrum and $w_r$ is a weighting function which in this case is chosen as $y_r^{-1}$, thus making $\chi^2$ equal to the $\chi^2$ statistic.²⁶⁻²⁸

### A3.5.3.2 Goodness of fit

The value of $\chi^2$, or more particularly $\Delta \chi^2$ from one fit to another on the same data, provides the statistical information about the ‘goodness of fit’.

Strictly speaking, only $\chi^2$ values with the same number of degrees of freedom $f$ ($f = k - \text{number of free parameters}$) can be directly compared. Although $f$ may vary slightly from fit to fit this is generally insignificant. Also by the very nature of $\chi^2$, the larger the spectral intensity, the larger the associated $\chi^2$ values for a similar quality fit. Thus, although a change in $\chi^2$ from fit to fit for the same data is meaningful, comparison of $\chi^2$ values for different spectra is meaningless unless the peak intensities are equal.

### A3.5.3.3 Tail information

Three tail parameters have been used by the author, namely a constant tail ratio (CT), an exponential tail ratio (ET) and the tail mixing ratio (TM). The tail function ($T$) used then becomes

$$T = TM \cdot CT + (1 - TM) \exp(-D_x \cdot ET)$$  \hspace{1cm} (A3.6)

where $D_x$ is the separation from the peak centre in channels. The peak function to the right of the peak centre is chosen to have no tail and can be represented as $H \cdot GL$, where $H$ is the peak height and $GL$ the peak function.
Figure A3.6 Possible peak shapes obtained with a Gaussian/Lorentzian product function by varying the mixing ratio and tail parameters. (a) Variation of the mixing ratio in steps of 10 per cent from 10 to 100 per cent Lorentzian character. (b) As (a) but the range is in steps of 1 per cent from 88 to 100 per cent. (c) Variation of constant tail parameters. (d) Variation of exponential tail parameters.

The peak function with the tail may be represented as

\[ Y = H[GL + (1 - GL) T] \] (A3.7)

Figure A3.6 shows the way in which peak shapes can be synthesized by the variation of the peak parameters in the Gaussian/Lorentzian product function combined with the tail parameters.

\[ A3.5.4 \quad \text{Non-linear least squares curve fitting} \]

This attempts to optimize the curve synthesis process by using the method of non-linear least squares, which recognizes that the process concerned may be complex, in that the appropriate parameters enter into the algebraic expression that describes the process in a non-linear manner. Such is the case for photo-electron spectral data which can be represented as a function \( F(x/g) \) (see equation A3.5 above) which depends in a non-linear manner upon the parameters \( q \) described above. The process to minimize \( \chi^2 \) is carried out computationally, rather than manually, by the operator of the curve synthesis
process by a procedure of guessing. A number of possible non-linear least squares methods are available. The author uses the Gauss–Newton method. In this method the requirement for the minimization of $\chi^2$ allows one to construct the equations:

$$0 = \frac{\partial \chi^2}{\partial q_i} = -2 \sum_r w_r [y_r - F(x_r/q)] \left( \frac{\partial F}{\partial q_i} \right)_{x = x_r}$$  \hspace{1cm} \text{(A3.8)}

which gives $k$ equations where $k$ is the number of parameters $q$. The problem is a non-linear one, since $q$ values enter non-linearly. If one puts

$$q_i = q_i^0 + \delta_i$$  \hspace{1cm} \text{(A3.9)}

where $q_i$ is the value of $q$ which minimizes $\chi^2$, $q_i^0$ is some initial guess and $\delta_i$ is the correction requires to $q_i^0$ to give $q_i$. If

$$F_r = F(x_r/q^0) \quad \text{and} \quad F_r^i = \left( \frac{\partial F}{\partial q_i} \right)_{x = x_r, q = q^0}$$  \hspace{1cm} \text{(A3.10)}

then one can expand $F(x_r/q)$ as a Taylor series where the series is truncated after the linear terms, i.e.:

$$F(x_r/q) = F_r + \sum \delta_i F_r^i$$  \hspace{1cm} \text{(A3.11)}

where $j = 1, 2, \ldots, k$. Then equations (A3.8) can be rewritten to give $k$ linear equations:

$$0 = \sum_r w_r [y_r - F_r - \sum_j \delta_j F_r^j] F_r^i$$  \hspace{1cm} \text{(A3.12)}

These equations can be solved by an iterative process, the process being stopped when the $\delta_i$ values (equation A3.9) vary by an insignificant amount for all $\delta_i$ values from one iteration to the next. The process does not always move steadily to convergence and problems may arise such as the matrices calculated being singular or having a negative determinant. The process has the advantage that it allows a certain amount of valuable statistical information, such as the standard deviations of all the calculated parameters, to be calculated. Such information allows some quantitative significance to be attached to the calculated parameters. In addition to the final $\chi^2$ value, the probability that $\chi^2$ is less than $\chi^2$ (calculated) can be evaluated.\textsuperscript{24} Normally a value less than 95 per cent. is considered statistically significant, though it must be remembered that the stringency of this test is greater when the number of electron counts is large. In general the most useful approach is to compare how $\chi^2$ or $f$ changes for different fits to the same spectrum rather than to use the information in any absolute sense. All this information may well assist in the overall decision of the ‘best fit’. Such a decision must rest upon the statistical information consistent with chemical and spectroscopic sense. Often no unique solution is provided, but the spectrum can be reduced
Figure A3.7  Curve-fitted W 4f spectrum

to a number of slightly different possibilities allowing the amount of significant information provided by a particular spectrum to be assessed. An example of such a case has been provided.29

The process as carried out in practice can be illustrated with the aid of the W 4f spectrum illustrated in Figure A3.7. This spectrum contains four clearly resolvable peaks, which for the purposes of the fit are split into two separate groups of two peaks: one group for the oxide (WO₃) and the other for the metal. Such separation into different groups is necessary when peaks are known to have different widths and tail parameters.

Each peak has even parameters associated with it:

(a) Peak centre
(b) Peak height.
(c) Peak width.
(d) Gaussian/Lorentzian peak shape mixing ratio.
(e) Constant tail height.
(f) Exponential tail slope.
(g) Constant/exponential tail mixing ratio.

Thus for \( n \) peaks are \( 7n \) peak parameters. In addition there are also the linear background slope and intercept. Thus a maximum of \( 7n + 2 \) parameters can be allowed to vary or 'float' as desired. However it is impossible to
let this happen in practice and so some parameters (generally parameters d to g) are fixed.

The spectrum is fitted to the Gaussian/Lorentzian product function described above with a mixing ratio $M$ of 0.5 for all peaks and a spin-orbit splitting intensity ratio of each doublet fixed at the expected value for $4f_{5/2}$: $4f_{7/2}$ of 1/1.333 (see Chapter 3). The tail parameters are different for the oxide and metal peaks. The asymmetry in the metal peak shape is due to conduction band interaction effects\textsuperscript{30-32} and in this case is accounted for by adding some exponential tail characteristic to the high binding energy side of the metal peaks (the amount being determined from a previous fit to a pure metal spectrum). We have found that using such a method is satisfactory for most purposes, though it is different from the method used by Hufner and Wertheim\textsuperscript{31} who first deconvoluted the instrumental broadening function from the observed data and then fit the deconvoluted data with the Doniach and Sunjie\textsuperscript{30} lineshape. The results, shown in Table A3.2, show that the asymmetric tail in the calculation of peak intensity (area) for the metal peaks is clearly very significant.

The fit calculates a linear background slope and intercept which is often satisfactory though removal of a non-linear background can be useful (\textit{vide infra}). X-ray satellite contributions were also taken into account, the full satellite peaks being added to each peak in the fit. The satellite contribution is very noticeable at the lower binding energy.

It should be clear that non-linear least squares curve fitting is preferable to analogue curve synthesis as it provides a quantitative handle with which to gauge the quality of the fit and, unlike analogue methods, peak parameters are perfectly reproducible. Most important is that operator subjectivity is largely eliminated.

Table A3.2  Results of curve fit to W $4f$ spectrum ($\chi^2 = 2855, f = 298$) (Figure A3.7)

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Metal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5/2</td>
</tr>
<tr>
<td>Binding energy*, eV</td>
<td>37.66(0.01)</td>
</tr>
<tr>
<td>Separation, eV</td>
<td>1.91(0.01)</td>
</tr>
<tr>
<td>PWHM*, eV</td>
<td>1.43(0.01)</td>
</tr>
<tr>
<td>Intensity $\times 10^{-7}$ (peak area)</td>
<td>1.127(1%)</td>
</tr>
<tr>
<td>Intensity</td>
<td>1.323(1%)</td>
</tr>
<tr>
<td>Relative intensity</td>
<td>1</td>
</tr>
<tr>
<td>Exponential tail slope</td>
<td>20.0</td>
</tr>
</tbody>
</table>

*Reference C 1s = 284.6 eV.
†Excluding exponential tail contribution.
‡Including exponential tail contribution.
A3.6 Background Removal

The accurate removal of the background contribution to a spectrum is a process that must be carried out with care since, except in the case of the trivial removal of a horizontal background discussed above, it may involve distortion of the data when incorrectly carried out. Any background removal will alter absolute peak intensities and will cause problems with any quantification model which must be defined with respect to clear background conditions. There is no definite way to remove a background and the whole process is still controversial (see Chapter 5).

A rather crude removal of the background may be achieved by removal of a linear background drawn as a straight line between the first and last set of points in a spectrum. The correct choice of a first and last set of points, or a suitable average over them, has a critical effect upon the resulting background. Such a process is best not carried out directly but may be included in the curve-fitting process as described above and illustrated in Figure A3.7. This means that the original data are not altered and if a non-linear background has been removed, as described below, then such a linear background would be expected to be horizontal, as shown in Figure A3.9 below.

The removal of a non-linear background requires a complete understanding of the processes that give rise to background electrons. Such a process will involve inelastic electron ejection processes, but the background must be distinguished from any peaks, which may be broad and difficult to distinguish, that may arise from specific elastic processes such as satellite peaks of various sorts and Auger electron peaks. In addition any angular dependence of the background (which may be machine dependent since $\beta$ factors will differ for different machines; see Chapter 5) and inhomogeneities in the material may cause problems. The problems that may arise from plasmon losses and asymmetric broadening being confused with the inelastic background has been pointed out. The most common method of non-linear background subtraction, often called the Shirley method, considers the background at any point due to inelastically scattered electrons, is assumed to arise solely from the scattering of electrons of higher kinetic energy and is thus proportional to the integrated photo-electron intensity to higher kinetic energy. The method has been used by a number of workers and various refinements have been introduced. Bishop has modified this model to include a linearly falling contribution to the background of inelastically ejected electrons as the energy falls from high to low kinetic energy. In general the non-linear background removal becomes more and more prone to error as the energy range over which the background is subtracted is increased, so while modified models such as that due to Bishop may help, problems due to features such as negative peaks may appear when the energy range is large. It is important to ensure that the beginning and end of the spectral region that is to be back-
ground subtracted represents points on the background profile (rather than a part of some specific peak) or else the background removal process will remove significant peak intensity.

Non-linear background subtraction may be performed in the way used by the author, which is illustrated in Figure A.3.8. In such a spectrum the value of the background at a point \( x \) in a spectral array of \( k \) equally spaced points of separation \( h \) is

\[
B(x) = \frac{(a - b)Q}{P + Q} + b 
\]

(A3.13)

where \( a \) is the average start point, \( b \) the average end point, \((P + Q)\) the total background subtracted (BS) peak area and \( Q \) the (BS) peak area from point \( x \) to point \( k \). Using the trapezoidal rule:

\[
Q = h \left[ \left( \sum_{i=x}^{k} y_i \right) - 0.5(y_x + y_k) \right] 
\]

(A3.14)

the (BS) areas are calculated initially by choosing a linear constant background of magnitude \( b \), line B1 in Figure A.3.8. Substitution in equation (A3.13) leads to the background B2 which is then used to calculate new (BS) areas resulting in the background B3. The process is repeated until \((P = Q)\) remains essentially unchanged on successive iterations. Typically the start point is chosen close to the peak to minimize the number of required iterations. In Figure A.3.8 the start point is somewhat removed from the peak to illustrate the iterative process; however the final result will be the same.

The term \( 0.5(y_x + y_k) \) is the correction introduced by the trapezoidal rule to the simple sum of points over the range \( x \) to \( k \). In determining \((P = Q)\),
where $x = 1$, $y_1$ and $y_k$ both zero, the latter correction is insignificant. As $x$ increases the correction does become more significant since $y$, increases.

Figure A3.9(a) shows the calculated background for the W 4f region of Figure A3.7 compared with the computer-calculated linear background from the fit. It is generally true that a linear background underestimates the 'true background' to the high binding energy side of a peak, the converse being true at the lose binding energy side. This could be of major significance in determination of peak areas and subsequent peak area ratios. In this case, as shown by the fit in Figure A3.9(b), the effect is minimal. A point to note, however, is that at the low binding energy side of the peak there is still intensity due to an X-ray satellite. The satellite is accounted for by allowing the fitted background slope to vary such that a sloping linear background is
calculated, but it is much less than before. A horizontal background could have been obtained by estimating the position of the true background intensity at the low binding energy side of the peak prior to subtraction.

A3.7 Difference Spectra

Difference spectra can be a very useful method for data analysis of a range of similar samples subjected to different amounts of chemical treatment. The simple subtraction of one spectrum from another is a trivial operation, but the proper use of difference spectra requires this subtraction process to be carried out with care and according to clearly defined criteria. The application of this technique to XPS has recently been discussed\textsuperscript{15} and it has been shown that there are a number of points, specific to XPS, that need to be considered.

A3.7.1 Alignment

The first step in any difference spectra process is to ensure that the two spectra have been correctly aligned, i.e. that their data points correspond directly in kinetic energy value. This generally requires that the two spectra contain the same number of data points. Careful checks of calibration must then be carried out to ensure this correct alignment. It has been shown\textsuperscript{15} that small differences in spectral alignment can cause large differences in the resulting difference spectra, stressing the importance of carrying out this operation with care and accuracy. Methods for using difference spectra to obtain good spectral alignment have been discussed.\textsuperscript{15}

A3.7.2 Normalization

When the spectra have been correctly aligned it is then necessary to carry out a normalization process before the difference spectra is calculated. This requires that all the points in one spectrum be multiplied by this factor before the spectra are subtracted. The process of normalization requires that one knows the exact proportion of one spectrum in the spectrum from which it is to be subtracted. When one is attempting to subtract two spectra, each of which contains clearly separated chemically shifted peaks, the process is trivial, but such cases would hardly benefit from difference spectra. The typical difference spectrum is obtained from spectra that contain a number of overlapping peaks which makes normalization non-trivial and central to the difference spectral process. Thus one needs to know the correct answer before carrying out the process! Normally the two spectra are treated by appropriate preliminary methods such as smoothing (using the same smoothing parameters) and background subtraction (bearing in mind the problems discussed above). Then the maximum points in the two spectra are identified and the
spectra adjusted so that these maximum points are the same (ten thousand in the spectra illustrated here). After this preliminary process normalization can be carried out and it is possible to identify three types of normalization process that can be carried out in a clearly defined manner:

(a) Height normalization.
(b) Optimal normalization.
(c) Area normalization.

Height normalization and area normalization are processes that can be carried out easily. Optimal normalization represents an attempt to obtain the 'correct' normalization factor by an iterative procedure. The normalization process can be illustrated (Figure A3.10) using model C ls spectra A and B, where spectrum B consists of a number of overlapping chemically shifted peaks B, B1, B2 and B3 and spectrum A is a single peak. Spectrum B is then subtracted from spectrum A to hopefully reveal the weaker peaks B1, B2 and B3.

### A3.7.2.1 Height normalization

Having carried out the preliminary procedures on the aligned spectra, described above, then a normalization factor \( x \) can be defined. If the height of
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the peak maximum of the most intense peak in a spectrum to be subtracted (which will be called spectrum B) from another spectrum composed of a number of peaks (which will be called spectrum A) is \( h_3 \), and the height in spectrum A at this peak maximum is \( h_1 \), then

\[
x = \frac{h_3}{h_1}
\]
as illustrate in Figure A3.10. Unfortunately \( x \) is not generally known though it must be less than unity. Simple height normalization is then carried out with \( x = \) unity. This type of height normalization can be applied to assist in alignment of the two spectra.\(^{15}\)

A3.7.2.2 Optimal normalization

Optimal normalization is based upon the idea that it might be possible to obtain a better value for \( x \) than unity by using iterative methods. The method used by the author\(^ {15}\) decreases \( x \) below unity and then follows certain properties of the resulting difference spectrum until \( x \) is considered to be at its optimum value. The most successful test criterion in model spectra was found to be that the difference spectrum should maintain a negative slope in the region bounded by the peak maximum of spectrum B and the right-hand side of spectrum A (points \( n' \) and \( k \) in Figure A3.10), i.e.:

\[
(A - B) (n) > (A - B) (n - 1)
\]

(A3.16)

where \( n \) varies from \( n' \) to \( (k - 1) \).

Starting with a value of \( x = x(\text{initial}) = h_2/h_1 \) (thus ensuring that the calculated value of \( x \) will always be less than or equal to 1.0) the procedure then tests expression (A3.16).\(^ {16}\) If the criterion is not satisfied for a particular pair of points the value of \( x \) is reduced by an amount 0.01\(x(\text{initial})\), and the test begins again. When (A3.16) is satisfied over the whole region, \( n' \) to \( k \), the value of \( x \) is \( x(\text{optimal}) \) and the spectra are optimally normalized (ON). Using this process with model spectra it was possible to obtain a value of \( x \) of 0.854, very close to the correct value of 0.855 for the example chosen. In real spectra it has been found that the range of the test must be reduced from the right-hand side of spectrum A by C channels (Figure A3.10) or else the optimal value of \( x \) may fall to zero!

A3.7.2.3 Area normalization

The value of \( x \) is chosen to be the ratio of the total area of the spectrum of interest(spectrum A) and the total area of the reference spectrum(spectrum B). In contrast to the height and area normalized spectra this normalization factor will be greater than unity. The resulting difference spectrum will contain negative peaks corresponding to the fact that spectrum A contains other
features than just spectrum B; the less of spectrum B in spectrum A then the larger will be the negative peak. If \( x_{\text{optimal}} \) is obtained as above and \( x_{\text{area normalization}} \) is also evaluated, these two normalization factors can give useful quantities. Thus the fraction of the reference spectrum (B) in the spectrum of interest (A) will be \( x_{\text{area normalization}} / x_{\text{optimal}} \) and thus the difference between this fraction and unity is the fraction of the total area due to spectral features other than the reference spectrum. Thus if the reference spectrum were that of a pure metal and the spectrum of interest contained metal and oxide, such a calculation would allow the amount of oxide in the spectrum to be evaluated. This might usefully be compared with curve-fitting results.

Figure A3.11  C 1s spectra obtained from untreated type II carbon fibres: (a) B1, at ambient temperature, (b) B2, after heat treatment to 1400 °C. In addition to the original spectrum, the plasmon region is shown magnified and smoothed (P = 21, 15 times)
A3.7.3 Examples of difference spectra

Figure A3.12 illustrates the difference spectrum obtained when the two spectra illustrated in Figure A3.11 are subtracted. The two spectra show only small visual differences, but the difference spectra highlight these differences. Thus the area normalized spectrum shows that there are more chemically shifted C 1s groups in B1 than in B2, since there is a large negative peak in the spectrum corresponding to the ‘graphitic’ carbon (chemical shift shown as zero). The height normalized spectrum is shown, together with other spectra corresponding to smaller values of $x$. The optimal normalization factor is satisfied with $C = 30$ for $x = 0.95$. As expected, the value of $x$(optimal) varies as $C$ is varied, as shown in Figure A3.13, but $0.95$ corresponds to a

![Figure A3.12](image)

Figure A3.12 Difference spectrum B1 – B2 (Figure A3.11). Various normalization factors: (a) area normalized $z = 1.03$, (b) height normalized $x = 1.0$, (c) $x = 0.98$, (d) $x = 0.97$, (e) optimally normalized $x = 0.95$, (f) $x = 0.93$
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Figure A3.13  Variation of $x$ (optimal) with $C$ for the difference $B1(3) - B2(1)$

plateau in the graph which makes it seen a suitable value. In fact, the spectrum with $x = 0.97$ seems to contain more information, which may mean that it represents a more suitable choice of $x$ than the optimal value which may mean that the test is too severe. Region I is thought to correspond to a difference in the plasmon intensity in the two spectra, and regions II and III to differences in surface C/O groups. Clearly the choice of $x$(optimal) in real spectra requires subjective decisions and is not uniquely defined as are area and height normalized spectra. However, real information is present and, when combined with other data analysis methods, can lead to useful chemical information.

A3.8  Conclusions

Data analysis clearly has a vital role to play in the interpretation of X-ray photo-electron spectroscopy. This appendix has attempted to present the main techniques that are currently available and provide suitable illustrations of their application. Much time and effort can be spent upon data analysis, and one needs to be careful not to over-interpret the data. However, there are many systems where spectral changes are very small but highly significant, and in such cases careful data analysis may provide the only means of extracting useful results. The ready availability of cheap data-collection systems should encourage more workers to collect digital data, and hopefully use such techniques to improve spectral accuracy. Great care must be taken in data analysis that changes the original data or attempts to provide automated
information on peak positions, peak intensities or even elemental compositions. Such an analysis may be based upon approximations and assumptions about the sample that makes these methods incorrect and highly misleading when used in certain situations. Notwithstanding the need for care and discretion in their application, the wider application of data analysis methods will clearly make an important contribution to the future useful development of photo-electron spectroscopy.
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Appendix 4

Auger and Photoelectron Energies and the Auger Parameter: A Data Set

C. D. Wagner
29 Starview Drive, Oakland CA 94618, USA

This is a comprehensive survey of \(N(E)\)-type Auger line energies from the literature to 1982. It includes data on the sharpest Auger line and, where available, the most intense photo-electron line. From these are calculated the modified Auger parameter, which is the difference in the line energies plus the energy of the exciting radiation or, more simply,

\[
\alpha' = KE(\text{Auger}) - KE(\text{photo-electron}) + h\nu = KE(\text{Auger}) + BE(\text{photo-electron})
\]

where the zero reference for both the Auger and photo-electrons is the Fermi edge. This quantity is useful because it is not subject to problems with determination of steady state charge, and because its chemical shifts reflect changes in screening energy (75–7). Compilations similar to this have appeared in earlier versions, including plots of Auger energy versus photo-electron energy, termed chemical state plots (77–21, 78–8, 79–11, 79–12).

There are some problems, of course, in selecting the lines to be included. We are guided by emphasizing those lines that can be observed in conventional ESCA or XPS spectra. It was decided not to attempt to include valence-type or cvv Auger lines because they are usually composed of broad bands, and vary greatly in line distribution with the chemical state. Thus, we do not include the elements through \(Z = 7\) (nitrogen) and compilations already exist for available data for oxygen (80–21) and fluorine (77–21) so these data need not be repeated here. The rule against including cvv lines is bent with inclusion of some fragmentary data on the wide LVV lines of sulphur and chlorine, the \(LM_{23}V\) lines of Ti, V, Cr, and Mn and the LVV lines of Fe, Co and Ni. Similarly, there are included data on the \(M_{45}VV\) lines of Mo, Ru, Rh, and Pd. Finally, in the \(NOO\) series, there are data on the NVV of Pt and Au. Data on Auger lines for transitions higher in energy than that accessible by Al \(K\) X-rays are supplied for Al, Si, P, S, Cl, Ar, Br, Kr, fragmentary
data for the $L_3M_{45}M_{45}$ lines of Sr, Y, Zr, Nb and Mo, and the higher energy $M_{45}N_{67}N_{67}$ series for the heavy metals, Ta, W, Os, Pt, Au, Hg, Tl, Pb and Bi. There are no data for Rb or for any of the rare earths. With the latter the Auger lines are too broad to be analytically useful in this way. There are also no data available on the actinides. In summary, there are entries for all of the stable elements except $Z<10$, Rb, the rare earths, Hf, Re, Ir, and the actinides. Values for both a high and low energy Auger series are shown for S, Cl, Ar, Pt, Au and Pb. In the $M_{45}N_{45}N_{45}$ and $N_{67}O_{45}O_{45}$ series, the $M_{45}N_{45}N_{45}$ and $N_{67}O_{45}O_{45}$ components are the ones cited, because in insulating compounds they appear sharper and more easily measured accurately than the $M_5$ and $N_7$ counterparts.

The selection of the companion photo-electron line is simpler. It is the 1s line through Na, the 2$p_{3/2}$ line through Zn, the 3$d_{5/2}$ line through Ba, and the 4$f_{7/2}$ line through Hf–Bi. In the overlapping regions this is somewhat arbitrary. Thus, the 1s energy is also supplied where it was available in the data for Mg and the following elements through Ar, even though they may require higher energy sources than Mg or Al X-rays to be produced. Data on 2$p_{3/2}$ line energies are supplied for Ga, Ge, As, Se, and Br. Some data on 4$d$ energies are included for antimony and tellurium. Data on the 3$d_{5/2}$ line are supplied for tungsten compounds.

In this tabulation a serious attempt has been made to assemble the line energy data in as self-consistent a manner as possible. To this end we emphasize the following:

(a) Data on gas phase materials are assumed to have good accuracy, usually inherent to using mixtures with rare gas standards. These data are presented without change. A comprehensive review of gas phase photo-electron line energies has appeared, and information there on gas phase referencing may be useful (80–22). All data from gas phase are referenced to the vacuum level and are indicated here by the symbol ‘v’.

(b) References 80–4*, 82–1*, and 82–2* are all recent efforts to obtain accurate line energies of easily prepared solids relative to the Fermi level. The values shown in this tabulation are corrected to Au 4$f_{7/2} = 84.00$; their absolute values are actually, respectively, 83.98, 84.1 and 84.00.

(c) For all of the other data on solids, we have made the assumption of a common energy scale with a spectrometer work function such that Au 4$f_{7/2} = 84.0$, Ag 3$d_{5/2} = 368.2$ and Cu 2$p_{3/2} = 932.6$. Data on any of these elements afford the opportunity to adjust the position of the voltage scale of the reference on this common basis. Similarly, data on insulators accompanied by a valid method of charge reference, such as gold decoration, use of adventitious hydrocarbon or use of a hydrocarbon moiety of the sample, assuming hydrocarbon C1$s = 284.8$ eV, permits adjustment also. When adjustment to the data is done for these reasons,
the reference is followed by ‘r’. References supplying no single natural line energy, or no referral to the Fermi level, are designated ‘n’. Often, though the articles may not state it, it is assumed that papers from a given laboratory closely spaced in time have the same reference for one end of the voltage scale (usually Au $4f_{7/2}$). The data for insulators not charge referenced, or of doubtful charge reference validity, are not included, but in many cases the Auger parameters are included because they are independent of charge correction.

References including 1s and 2p lines for Na, Mg, Al and Si, and those with 2p$_{3/2}$ and 3d lines for Zn, Ga, Ge, As and Se afford the possibility to check on the magnitude of the voltage scale, because these line differences for the elements should be equal to the X-ray energy. This was possible for a few references, and minor corrections in high binding energy lines were made and noted by ‘c’, using X-ray energy data from (67–1). It is not possible to make corrections for non-linearity in the voltage scales.

Older data from a given laboratory supplanted by later data have been omitted in favour of the later data. Some data appearing to be clearly inconsistent with those of most other workers have been omitted. These are usually older studies, of the order of ten years, before instruments were developed to their present state. Some data hitherto unpublished by the author are included as reference 82–5. Most are data obtained in conjunction with reference (79–12), and some for reference (79–11), and were obtained in the same way as data in those references.

Some studies emphasize the changes in line energy, where lines from both chemical or physical states are present in the same spectrum. There are included in the data as, e.g. Mg $\rightarrow$ Mg ox, with values of line energy changes indicated by $\Delta$. Where there is a change of phase, e.g. Zn $\rightarrow$ Zn (g), the reference level is of course the same.

The order of presentation of compounds for each element is roughly in decreasing Auger parameter, but with regard to clustering of similar compounds.
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### NEON

<table>
<thead>
<tr>
<th></th>
<th>1s</th>
<th>$KL_{23}L_{23}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne (implanted in Fe)</td>
<td>863.4</td>
<td>818.0</td>
<td>1681.4</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Ne (implanted in diamond)</td>
<td>863.1</td>
<td>818.7</td>
<td>1681.8</td>
<td>80-7</td>
</tr>
<tr>
<td>Ne (g)</td>
<td>870.31 v</td>
<td>804.56 v</td>
<td>1674.87</td>
<td>74-9</td>
</tr>
<tr>
<td>Ne (g)</td>
<td>870.37 v</td>
<td>804.52 v</td>
<td>1674.89</td>
<td>73-2</td>
</tr>
<tr>
<td>Ne (g)</td>
<td>870.2 v</td>
<td>804.8 v</td>
<td>1675.0</td>
<td>69-1</td>
</tr>
<tr>
<td>Ne (g)</td>
<td>870.0 v</td>
<td>804.15 v</td>
<td>1674.15</td>
<td>66-1</td>
</tr>
</tbody>
</table>

### SODIUM

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>1071.8 c</td>
<td>944.3</td>
<td>2066.1 c</td>
<td>77-23 r</td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>1071.5 c</td>
<td>994.2</td>
<td>2065.7 c</td>
<td>73-3</td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td></td>
<td>994.5</td>
<td></td>
<td>78-6 n</td>
<td></td>
</tr>
<tr>
<td>NaI</td>
<td>1071.6</td>
<td>991.2</td>
<td>2062.8</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>NaI</td>
<td></td>
<td></td>
<td>2062.2</td>
<td>74-8</td>
<td></td>
</tr>
<tr>
<td>NaI</td>
<td></td>
<td></td>
<td>2063.7</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>NaBr</td>
<td>1071.7</td>
<td>990.6</td>
<td>2062.3</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>NaBr</td>
<td></td>
<td></td>
<td>2063.1</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>Na $\rightarrow$ Na ox</td>
<td>$\Delta +0.7$</td>
<td>-4.5</td>
<td>-3.8</td>
<td>77-23</td>
<td></td>
</tr>
<tr>
<td>Na ox</td>
<td>1072.7</td>
<td>989.8</td>
<td>2062.5</td>
<td>77-23 r</td>
<td></td>
</tr>
<tr>
<td>Na ox</td>
<td></td>
<td></td>
<td>2062.0</td>
<td>74-8</td>
<td></td>
</tr>
<tr>
<td>Na ox</td>
<td></td>
<td></td>
<td>998.8</td>
<td>66-2 n</td>
<td></td>
</tr>
<tr>
<td>Na$_2$Sb</td>
<td></td>
<td></td>
<td>2064.8</td>
<td>80-3</td>
<td></td>
</tr>
<tr>
<td>Na$_2$KSb</td>
<td></td>
<td></td>
<td>2065.1</td>
<td>80-3</td>
<td></td>
</tr>
<tr>
<td>NaBiO$_3$</td>
<td>1071.3</td>
<td>990.9</td>
<td>2062.2</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$MoO$_4$</td>
<td>1070.9</td>
<td>991.0</td>
<td>2061.9</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$CrO$_4$</td>
<td>1071.2</td>
<td>990.9</td>
<td>2062.1</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$Cr$_2$O$_7$</td>
<td>1071.6</td>
<td>990.4</td>
<td>2062.0</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$PdCl$_4$</td>
<td>1071.8</td>
<td>990.2</td>
<td>2062.0</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>NaCl</td>
<td>1071.6</td>
<td>990.3</td>
<td>2061.9</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>NaCl</td>
<td></td>
<td></td>
<td>2062.8</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>NaSCN</td>
<td>1071.3</td>
<td>990.5</td>
<td>2061.8</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$SeO$_3$</td>
<td>1070.8</td>
<td>991.0</td>
<td>2061.8</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$S$_2$O$_4$</td>
<td>1071.2</td>
<td>990.6</td>
<td>2061.8</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$S$_2$O$_3$</td>
<td>1071.6</td>
<td>990.1</td>
<td>2061.7</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$WO$_4$</td>
<td>1071.3</td>
<td>990.4</td>
<td>2061.7</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$SO$_3$</td>
<td>1071.4</td>
<td>990.2</td>
<td>2061.6</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$SO$_3$</td>
<td></td>
<td></td>
<td>2062.6 c</td>
<td>80-20 r</td>
<td></td>
</tr>
<tr>
<td>Na thioglycollate</td>
<td>1071.2</td>
<td>990.4</td>
<td>2061.6</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$TeO$_4$</td>
<td>1071.1</td>
<td>990.5</td>
<td>2061.6</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>NaAsO$_2$</td>
<td>1070.9</td>
<td>990.7</td>
<td>2061.6</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$HPO$_4$</td>
<td>1071.6</td>
<td>989.9</td>
<td>2061.5</td>
<td>79-12 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$HPO$_4$</td>
<td>1071.5</td>
<td>989.7</td>
<td>2061.2</td>
<td>82-3</td>
<td></td>
</tr>
<tr>
<td>Na$_2$SnO$_3$ $\cdot$ 3H$_2$O</td>
<td>1071.1</td>
<td>990.3</td>
<td>2061.4</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>NaNO$_2$</td>
<td>1071.6</td>
<td>989.8</td>
<td>2061.4</td>
<td>75-7 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$CO$_3$</td>
<td>1071.5</td>
<td>989.8</td>
<td>2061.3</td>
<td>79-11 r</td>
<td></td>
</tr>
<tr>
<td>Na$_2$C$_2$O$_4$</td>
<td>1070.8</td>
<td>990.5</td>
<td>2061.3</td>
<td>79-11 r</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>SODIUM—cont.</th>
<th>1s</th>
<th>KL23L23</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na₃PO₄</td>
<td>1071.1</td>
<td>990.2</td>
<td>2061.3</td>
<td>82-3</td>
</tr>
<tr>
<td>Na salt of EDTA*</td>
<td>1070.8</td>
<td>990.4</td>
<td>2061.2</td>
<td>79-11r</td>
</tr>
<tr>
<td>NaHCO₃</td>
<td>1071.3</td>
<td>989.8</td>
<td>2061.1</td>
<td>79-11r</td>
</tr>
<tr>
<td>Na₂IrCl₆·6H₂O</td>
<td>1071.9</td>
<td>989.2</td>
<td>2061.1</td>
<td>75-7r</td>
</tr>
<tr>
<td>albite (NaAlSi₃O₈)</td>
<td>1072.2</td>
<td>988.9</td>
<td>2061.1</td>
<td>82-7r</td>
</tr>
<tr>
<td>NaH₂PO₄</td>
<td>1072.0</td>
<td>989.1</td>
<td>2061.1</td>
<td>82-3</td>
</tr>
<tr>
<td>NaPO₃</td>
<td>1071.7</td>
<td>989.3</td>
<td>2061.0</td>
<td>75-7r</td>
</tr>
<tr>
<td>NaPO₄</td>
<td>1071.6</td>
<td>989.4</td>
<td>2061.0</td>
<td>82-3</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td>1071.2</td>
<td>989.8</td>
<td>2061.0</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td></td>
<td>2062.1c</td>
<td>80-20r</td>
<td></td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td></td>
<td>2061.9</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>NaOAc</td>
<td>1071.1</td>
<td>989.9</td>
<td>2061.0</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na benzenesulphonate</td>
<td>1071.3</td>
<td>989.7</td>
<td>2061.0</td>
<td>79-11r</td>
</tr>
<tr>
<td>NaH₂PO₂</td>
<td>1071.1</td>
<td>989.8</td>
<td>2060.9</td>
<td>82-3</td>
</tr>
<tr>
<td>NaOOCCH</td>
<td>1071.1</td>
<td>989.8</td>
<td>2060.9</td>
<td>79-11r</td>
</tr>
<tr>
<td>natrolite (Na₂Al₂Si₃O₈·2H₂O)</td>
<td>1072.4</td>
<td>988.5</td>
<td>2060.9</td>
<td>82-7r</td>
</tr>
<tr>
<td>NaNO₃</td>
<td>1071.4</td>
<td>989.4</td>
<td>2060.8</td>
<td>79-11r</td>
</tr>
<tr>
<td>NaNO₃</td>
<td></td>
<td>2062.2</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>Na zeolite A (NaAlSi₄O₉)</td>
<td>1071.7</td>
<td>988.9</td>
<td>2060.6</td>
<td>82-7r</td>
</tr>
<tr>
<td>hydroxyssodalite</td>
<td>1070.5</td>
<td>989.8</td>
<td>2060.3</td>
<td>82-7r</td>
</tr>
<tr>
<td>Na₂ZrF₆</td>
<td>1071.5</td>
<td>988.7</td>
<td>2060.2</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na₂TiF₆</td>
<td>1071.6</td>
<td>988.5</td>
<td>2060.1</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na₃AlF₆</td>
<td>1071.9</td>
<td>988.2</td>
<td>2060.1</td>
<td>79-11r</td>
</tr>
<tr>
<td>NaF</td>
<td>1071.2</td>
<td>988.6</td>
<td>2059.8</td>
<td>75-7r</td>
</tr>
<tr>
<td>NaBr</td>
<td></td>
<td>2061.0</td>
<td>79-6</td>
<td></td>
</tr>
<tr>
<td>NaBF₄</td>
<td>1072.7</td>
<td>987.1</td>
<td>2059.8</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na₂GeF₆</td>
<td>1071.7</td>
<td>988.1</td>
<td>2059.8</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na₂SiF₆</td>
<td>1071.7</td>
<td>987.7</td>
<td>2059.4</td>
<td>75-7r</td>
</tr>
<tr>
<td>Na (g)</td>
<td>1078.6v</td>
<td>976.7v</td>
<td>2055.3</td>
<td>74-6</td>
</tr>
</tbody>
</table>

*Ethylendiaminetetraacetic acid

### MAGNESIUM

<table>
<thead>
<tr>
<th></th>
<th>2p</th>
<th>KL23L23</th>
<th>α'</th>
<th>1s</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>49.95</td>
<td>1185.5</td>
<td>1235.45</td>
<td></td>
<td>79-12r</td>
</tr>
<tr>
<td>Mg</td>
<td></td>
<td>1185.9</td>
<td></td>
<td></td>
<td>78-7n</td>
</tr>
<tr>
<td>Mg</td>
<td>49.5*</td>
<td>1185.5</td>
<td>1235.0</td>
<td>1303.2c</td>
<td>78-6n</td>
</tr>
<tr>
<td>Mg</td>
<td>49.6</td>
<td>1185.7</td>
<td>1235.3</td>
<td>1303.2c</td>
<td>77-11r</td>
</tr>
<tr>
<td>Mg</td>
<td>49.6</td>
<td>1185.6</td>
<td>1235.2</td>
<td>1303.2c</td>
<td>77-8</td>
</tr>
<tr>
<td>Mg</td>
<td></td>
<td>1184.9</td>
<td></td>
<td></td>
<td>77-7r</td>
</tr>
<tr>
<td>Mg</td>
<td>49.4</td>
<td>1186.5c</td>
<td>1235.9c</td>
<td>1303.0c</td>
<td>75-3, 76-4</td>
</tr>
<tr>
<td>Mg</td>
<td>49.4</td>
<td>1185.3</td>
<td>1234.7</td>
<td>1303.0</td>
<td>75-5</td>
</tr>
<tr>
<td>Mg</td>
<td>50.0</td>
<td>1185.6</td>
<td>1235.6</td>
<td></td>
<td>75-7r</td>
</tr>
<tr>
<td>Mg</td>
<td></td>
<td>1183.0v</td>
<td></td>
<td></td>
<td>77-20</td>
</tr>
</tbody>
</table>

*From 2s = 88.6, assuming 2s − 2p = 39.1.
### MAGNESIUM—cont.

<table>
<thead>
<tr>
<th>Compound</th>
<th>2p</th>
<th>KL\textsubscript{23}L\textsubscript{23}</th>
<th>α'</th>
<th>ls</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg\textsubscript{2}Cu</td>
<td>49.5</td>
<td>1186.0</td>
<td>1235.5</td>
<td>1302.6</td>
<td>75-2*</td>
</tr>
<tr>
<td>Mg\textsubscript{3}Au</td>
<td>49.4</td>
<td>1185.7</td>
<td>1235.1</td>
<td>1302.7</td>
<td>75-2*</td>
</tr>
<tr>
<td>Mg\textsubscript{3}Bi</td>
<td>50.3</td>
<td>1184.9</td>
<td>1235.2</td>
<td>1303.6</td>
<td>75-2*</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ +1.3</td>
<td>-6.1</td>
<td>-4.8</td>
<td></td>
<td>79-11</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ +1.4</td>
<td>-5.9</td>
<td>-4.5</td>
<td></td>
<td>77-11</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ +0.8</td>
<td>-5.1</td>
<td>-4.3</td>
<td>+1.3</td>
<td>77-8</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ +1.2</td>
<td>-5.2</td>
<td>-4.0</td>
<td>+1.5</td>
<td>77-7 r</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ +1.5</td>
<td>-6.2</td>
<td>-4.7</td>
<td>+0.6</td>
<td>75-3, 76-4</td>
</tr>
<tr>
<td>Mg → Mg ox</td>
<td>Δ</td>
<td>-6.2</td>
<td></td>
<td></td>
<td>73-8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compound</th>
<th>2p</th>
<th>KL\textsubscript{23}L\textsubscript{23}</th>
<th>α'</th>
<th>ls</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>50.4</td>
<td>1180.4</td>
<td>1230.8</td>
<td>1304.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>MgO (single crystal)</td>
<td>50.1</td>
<td>1180.5</td>
<td>1230.6</td>
<td>1304.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Mg acetylacetonate</td>
<td>50.7</td>
<td>1180.0</td>
<td>1230.7</td>
<td>1304.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Mg cyclohexanebutyrate</td>
<td>50.7</td>
<td>1180.2</td>
<td>1230.9</td>
<td>1304.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Mg erucate</td>
<td>51.1</td>
<td>1180.7</td>
<td>1231.8</td>
<td>1304.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>MgSO\textsubscript{4},7H\textsubscript{2}O</td>
<td>51.6</td>
<td>1178.8</td>
<td>1230.4</td>
<td>1305.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>talc, Mg\textsubscript{3}Si\textsubscript{4}O\textsubscript{11},H\textsubscript{2}O</td>
<td>50.46</td>
<td>1180.3</td>
<td>1230.76</td>
<td>80-15 r</td>
<td></td>
</tr>
<tr>
<td>MgF\textsubscript{2}</td>
<td>50.95</td>
<td>1178.15</td>
<td>1229.1</td>
<td>1305.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>MgF\textsubscript{2}</td>
<td>50.9</td>
<td>1178.0</td>
<td>1228.9</td>
<td>1304.8</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compound</th>
<th>2p</th>
<th>KL\textsubscript{23}L\textsubscript{23}</th>
<th>α'</th>
<th>ls</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg (g)</td>
<td></td>
<td></td>
<td></td>
<td>1167.0 \textit{v}</td>
<td>77-20</td>
</tr>
<tr>
<td>Mg (g)</td>
<td></td>
<td></td>
<td></td>
<td>1167.1 \textit{v}</td>
<td>74-3</td>
</tr>
<tr>
<td>Mg (s) → Mg (g)</td>
<td>Δ</td>
<td>-16.0</td>
<td></td>
<td></td>
<td>77-20</td>
</tr>
</tbody>
</table>

*Line energies from 75-2 corrected by +0.3 eV kinetic energy, based upon later work from same laboratory, 77-8.

### ALUMINIUM

<table>
<thead>
<tr>
<th>Compound</th>
<th>2p</th>
<th>KL\textsubscript{23}L\textsubscript{23}</th>
<th>α'</th>
<th>ls</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>72.92</td>
<td>1393.21</td>
<td>1466.13</td>
<td></td>
<td>81-8 r, 82-7 r, 82-4</td>
</tr>
<tr>
<td>Al</td>
<td>72.85</td>
<td>1393.29</td>
<td>1466.14</td>
<td></td>
<td>78-7 n</td>
</tr>
<tr>
<td>Al</td>
<td></td>
<td>1393.2</td>
<td></td>
<td></td>
<td>76-3 r</td>
</tr>
<tr>
<td>Al</td>
<td></td>
<td>1393.0</td>
<td></td>
<td></td>
<td>79-15</td>
</tr>
<tr>
<td>Al</td>
<td></td>
<td>1466.2</td>
<td></td>
<td></td>
<td>79-17</td>
</tr>
<tr>
<td>Al</td>
<td></td>
<td>1558.2</td>
<td></td>
<td>2953.2</td>
<td>79-17</td>
</tr>
<tr>
<td>AlAs</td>
<td>73.6</td>
<td>1391.2</td>
<td>1464.8</td>
<td></td>
<td>82-4</td>
</tr>
<tr>
<td>AlN</td>
<td>74.0</td>
<td>1388.9</td>
<td>1462.9</td>
<td></td>
<td>81-5</td>
</tr>
</tbody>
</table>
## Appendix 4  Auger and Photoelectron Energies

<table>
<thead>
<tr>
<th>Material</th>
<th>$2p$</th>
<th>$KL_{23}L_{23}$</th>
<th>$\alpha'$</th>
<th>$1s$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al ox</td>
<td>74.15*</td>
<td>1387.48</td>
<td>1461.63</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>Al → Al ox</td>
<td>Δ +2.7</td>
<td>-7.4</td>
<td>-4.7</td>
<td></td>
<td></td>
<td>82-4</td>
</tr>
<tr>
<td>Al → Al ox</td>
<td>Δ +2.8</td>
<td>-7.4</td>
<td>-4.6</td>
<td>+3.0</td>
<td>-3.5</td>
<td>77-7</td>
</tr>
<tr>
<td>Al → Al ox</td>
<td>Δ +2.8</td>
<td>-6.5</td>
<td>+3.0</td>
<td></td>
<td>-3.5</td>
<td>76-11</td>
</tr>
<tr>
<td>Al₂O₃ sapphire</td>
<td>74.10</td>
<td>1387.87</td>
<td>1461.97</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>Al₂O₃ sapphire, heated 450°</td>
<td>74.32</td>
<td>1387.68</td>
<td>1462.00</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>$\alpha$-Al₂O₃</td>
<td>73.85</td>
<td>1388.24</td>
<td>1462.09</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>Al₂O₃ corundum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.5</td>
<td>82-6</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1461.9</td>
<td>79-15</td>
</tr>
<tr>
<td>$\gamma$-Al₂O₃</td>
<td>73.72</td>
<td>1387.83</td>
<td>1461.55</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>AlO(OH)</td>
<td>74.22</td>
<td>1387.60</td>
<td>1461.82</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>boehmite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(OH)₃</td>
<td>73.90</td>
<td>1387.62</td>
<td>1461.52</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>bayerite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(OH)₃</td>
<td>74.3</td>
<td>1387.7</td>
<td>1462.0</td>
<td></td>
<td></td>
<td>82-4</td>
</tr>
<tr>
<td>bayerite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(OH)₃</td>
<td>74.00</td>
<td>1387.43</td>
<td>1461.43</td>
<td></td>
<td></td>
<td>81-8 t</td>
</tr>
<tr>
<td>gibbsite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlF₃</td>
<td>74.68</td>
<td>1386.73</td>
<td>1461.41</td>
<td></td>
<td></td>
<td>79-15</td>
</tr>
<tr>
<td>kaolinite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.6</td>
<td>82-7 t</td>
</tr>
<tr>
<td>kaolinite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1461.46</td>
<td>79-17</td>
</tr>
<tr>
<td>pyrophyllite</td>
<td>74.71</td>
<td>1386.75</td>
<td>1461.46</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>pyrophyllite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.9</td>
<td>82-6</td>
</tr>
<tr>
<td>muscovite mica</td>
<td>74.25</td>
<td>1387.06</td>
<td>1461.31</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>muscovite mica</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.8</td>
<td>82-6</td>
</tr>
<tr>
<td>albite</td>
<td>74.34</td>
<td>1386.47</td>
<td>1460.81</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>albite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2947.7</td>
<td>82-6</td>
</tr>
<tr>
<td>natrolite</td>
<td>74.25</td>
<td>1386.53</td>
<td>1460.78</td>
<td></td>
<td></td>
<td>82-6</td>
</tr>
<tr>
<td>spodumene</td>
<td>74.32</td>
<td>1387.13</td>
<td>1461.45</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>sillimanite</td>
<td>74.58</td>
<td>1386.86</td>
<td>1461.44</td>
<td></td>
<td></td>
<td>82-7 t</td>
</tr>
<tr>
<td>andalusite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.5</td>
<td>82-6</td>
</tr>
<tr>
<td>almandine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.9</td>
<td>82-6</td>
</tr>
<tr>
<td>anorthite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.5</td>
<td>82-6</td>
</tr>
<tr>
<td>beryl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2949.2</td>
<td>82-6</td>
</tr>
<tr>
<td>cordierite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.7</td>
<td>82-6</td>
</tr>
<tr>
<td>epidote</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.6</td>
<td>82-6</td>
</tr>
<tr>
<td>kyanite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.85</td>
<td>82-6</td>
</tr>
<tr>
<td>microcline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2946.9</td>
<td>82-6</td>
</tr>
<tr>
<td>plagioclase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2948.0</td>
<td>82-6</td>
</tr>
<tr>
<td>staurolite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2949.1</td>
<td>82-6</td>
</tr>
<tr>
<td>stilbite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2946.9</td>
<td>82-6</td>
</tr>
<tr>
<td>sodalite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2947.9</td>
<td>82-6</td>
</tr>
</tbody>
</table>

*From C 1s charge reference
### ALUMINIUM—cont.  

<table>
<thead>
<tr>
<th>Substance</th>
<th>$2p$</th>
<th>$KL_{23}L_{23}$</th>
<th>$\alpha'$</th>
<th>$ls$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>molecular sieve type A</td>
<td>73.66</td>
<td>1386.90</td>
<td>1460.56</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>molecular sieve type X</td>
<td>74.13</td>
<td>1386.25</td>
<td>1460.38</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>molecular sieve type Y</td>
<td>74.45</td>
<td>1385.85</td>
<td>1460.30</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>H Zeolite</td>
<td>74.82</td>
<td>1385.52</td>
<td>1460.34</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
<tr>
<td>hydroxysodalite</td>
<td>73.95</td>
<td>1486.35</td>
<td>1460.3</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
</tbody>
</table>

### SILICON

<table>
<thead>
<tr>
<th>Substance</th>
<th>$2p$</th>
<th>$KL_{23}L_{23}$</th>
<th>$\alpha'$</th>
<th>$ls$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>99.44</td>
<td>1616.68</td>
<td>1716.12</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>Si</td>
<td>99.6</td>
<td>1616.3</td>
<td>1715.9</td>
<td></td>
<td></td>
<td>81-4</td>
</tr>
<tr>
<td>Si</td>
<td>99.6</td>
<td>1616.4</td>
<td>1716.0</td>
<td></td>
<td></td>
<td>80-6 n</td>
</tr>
<tr>
<td>Si vapour deposited</td>
<td>99.7</td>
<td>1616.2</td>
<td>1715.9</td>
<td>1839.3 c</td>
<td>3455.5 c</td>
<td>74-7 r</td>
</tr>
<tr>
<td>Si</td>
<td></td>
<td>1616.4</td>
<td></td>
<td></td>
<td></td>
<td>77-7</td>
</tr>
<tr>
<td>Si</td>
<td></td>
<td></td>
<td></td>
<td>3456.3</td>
<td></td>
<td>79-17</td>
</tr>
<tr>
<td>PdSi$_{0.6}$</td>
<td>99.8</td>
<td>1617.4</td>
<td>1717.2</td>
<td></td>
<td></td>
<td>80-16 r</td>
</tr>
<tr>
<td>MoSi$_2$</td>
<td>99.56</td>
<td>1617.20</td>
<td>1716.76</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>MoSi$_x$</td>
<td>99.4</td>
<td>1617.4</td>
<td>1716.8</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>SiC</td>
<td></td>
<td></td>
<td>1714.1</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>SiC</td>
<td></td>
<td></td>
<td></td>
<td>3453.7</td>
<td></td>
<td>82-6</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>101.9</td>
<td>1612.2</td>
<td>1714.1</td>
<td></td>
<td></td>
<td>81-4</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td></td>
<td></td>
<td>1713.7</td>
<td></td>
<td></td>
<td>80-6,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3454.15</td>
<td></td>
<td>82-6</td>
</tr>
<tr>
<td>phenylsilicone resin</td>
<td>102.74</td>
<td>1609.96</td>
<td>1712.70</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
<tr>
<td>methylsilicone resin</td>
<td>102.92</td>
<td>1608.80</td>
<td>1711.72</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
<tr>
<td>poly-dimethylsilicone</td>
<td>102.40</td>
<td>1609.38</td>
<td>1711.78</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
<tr>
<td>Si ox</td>
<td>103.43</td>
<td>1608.27</td>
<td>1711.70</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>Si ox (on Si100)</td>
<td>103.4</td>
<td>1608.6</td>
<td>1712.0</td>
<td></td>
<td></td>
<td>81-4</td>
</tr>
<tr>
<td>SiO$_2$ (on Si100)</td>
<td>103.4</td>
<td>1608.6</td>
<td>1711.9</td>
<td></td>
<td></td>
<td>81-4</td>
</tr>
<tr>
<td>SiO$_2$ vapour deposited</td>
<td>103.4</td>
<td>1608.8</td>
<td>1712.2</td>
<td>1842.7 c</td>
<td>3451.5 c</td>
<td>74-7 r</td>
</tr>
<tr>
<td>SiO$_2$ α-crystobalite</td>
<td>103.25</td>
<td>1608.64</td>
<td>1711.89</td>
<td></td>
<td></td>
<td>81-8 r</td>
</tr>
<tr>
<td>SiO$_2$ α’-quartz</td>
<td>103.65</td>
<td>1608.6</td>
<td>1712.25</td>
<td></td>
<td></td>
<td>82-7 r</td>
</tr>
<tr>
<td>SiO$_2$ quartz</td>
<td></td>
<td></td>
<td>1712.2</td>
<td></td>
<td>3452.4</td>
<td>80-6,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82-6</td>
</tr>
<tr>
<td>SiO$_2$ Vycor</td>
<td>103.5</td>
<td>1608.5</td>
<td>1712.0</td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

*Formed by N$_2^+$ bombardment of Si(100) wafer.
<table>
<thead>
<tr>
<th>Compound</th>
<th>2p</th>
<th>KL₂₃L₂₃</th>
<th>(\alpha)</th>
<th>ls</th>
<th>(\alpha)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO₂ gel</td>
<td>103.59</td>
<td>1607.87</td>
<td>1711.46</td>
<td></td>
<td></td>
<td>82-7</td>
</tr>
<tr>
<td>SiO₂ gel</td>
<td>104.1</td>
<td>1607.4</td>
<td>1711.5</td>
<td></td>
<td></td>
<td>78-8</td>
</tr>
<tr>
<td>SiO₂ gel</td>
<td></td>
<td>1711.3</td>
<td></td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>ZnSiO₃ hemimorphite</td>
<td>101.96</td>
<td>1610.52</td>
<td>1711.8</td>
<td>1712.48</td>
<td></td>
<td>80-6, 82-7</td>
</tr>
<tr>
<td>wollastonite pseudo-</td>
<td>102.36</td>
<td>1609.99</td>
<td>1712.35</td>
<td></td>
<td></td>
<td>82-6, 82-7</td>
</tr>
<tr>
<td>wollastonite</td>
<td>102.16</td>
<td>1610.27</td>
<td>1712.43</td>
<td></td>
<td></td>
<td>82-7, 82-7</td>
</tr>
<tr>
<td>talc</td>
<td>103.13</td>
<td>1608.93</td>
<td>1712.06</td>
<td>1712.3</td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>talc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82-7, 82-6</td>
</tr>
<tr>
<td>kaolinite</td>
<td>102.98</td>
<td>1609.03</td>
<td>1712.01</td>
<td>1711.9</td>
<td></td>
<td>80-6, 79-17</td>
</tr>
<tr>
<td>kaolinite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82-6</td>
</tr>
<tr>
<td>pyrophyllite</td>
<td>102.88</td>
<td>1609.20</td>
<td>1712.08</td>
<td>1712.1</td>
<td></td>
<td>82-7, 80-6</td>
</tr>
<tr>
<td>pyrophyllite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>muscovite mica</td>
<td>102.36</td>
<td>1609.64</td>
<td>1712.00</td>
<td>1712.0</td>
<td></td>
<td>82-7, 80-6</td>
</tr>
<tr>
<td>muscovite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80-6, 79-17</td>
</tr>
<tr>
<td>sillimanite</td>
<td>102.64</td>
<td>1609.48</td>
<td>1712.12</td>
<td></td>
<td></td>
<td>82-7</td>
</tr>
<tr>
<td>spodumene</td>
<td>102.46</td>
<td>1609.59</td>
<td>1712.05</td>
<td></td>
<td></td>
<td>82-7</td>
</tr>
<tr>
<td>almandine</td>
<td></td>
<td></td>
<td>1712.4</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>anorthite</td>
<td></td>
<td></td>
<td>1712.3</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>biotite</td>
<td></td>
<td></td>
<td>1712.15</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>bentonite</td>
<td></td>
<td></td>
<td>1712.1</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>lepidolite</td>
<td></td>
<td></td>
<td>1712.0</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>microcline</td>
<td></td>
<td></td>
<td>1711.95</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>beryl</td>
<td></td>
<td></td>
<td>1711.7</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>stilbite</td>
<td></td>
<td></td>
<td>1711.7</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>andalusite</td>
<td></td>
<td></td>
<td>1712.15</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>staurolite</td>
<td></td>
<td></td>
<td>1712.1</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>epidote</td>
<td></td>
<td></td>
<td>1712.0</td>
<td></td>
<td></td>
<td>80-6</td>
</tr>
<tr>
<td>uvarovite</td>
<td></td>
<td></td>
<td>1711.95</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>kyanite</td>
<td></td>
<td></td>
<td>1711.7</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
<tr>
<td>cordierite</td>
<td></td>
<td></td>
<td>1711.7</td>
<td></td>
<td></td>
<td>80-6, 82-6</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Substance</th>
<th>$2\nu$</th>
<th>$KL_{23}L_{23}$</th>
<th>$\alpha'$</th>
<th>$1s$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Olivine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enstatite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asbestos</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zircon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serpentine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soda glass</td>
<td>102.95</td>
<td>1608.72</td>
<td>1711.67</td>
<td>3452.2</td>
<td>82-6</td>
<td></td>
</tr>
<tr>
<td>Albite</td>
<td>102.63</td>
<td>1609.26</td>
<td>1711.89</td>
<td>3452.6</td>
<td>82-6</td>
<td></td>
</tr>
<tr>
<td>Albite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natrolite</td>
<td>102.22</td>
<td>1609.62</td>
<td>1711.84</td>
<td>3452.5</td>
<td>82-6</td>
<td></td>
</tr>
<tr>
<td>Natrolite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3452.65</td>
<td>82-6</td>
</tr>
<tr>
<td>Hydroxysodalite</td>
<td>101.65</td>
<td>1610.7</td>
<td>1712.35</td>
<td>3453.1</td>
<td>82-6</td>
<td></td>
</tr>
<tr>
<td>Sodalite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plagioclase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molecular sieve</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3452.35</td>
<td>82-6</td>
</tr>
<tr>
<td>Type A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3452.4</td>
<td>82-6</td>
</tr>
<tr>
<td>Molecular sieve</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82-7 r</td>
<td></td>
</tr>
<tr>
<td>Type X</td>
<td>101.43</td>
<td>1610.09</td>
<td>1711.52</td>
<td>81-8 r</td>
<td>81-8 r</td>
<td></td>
</tr>
<tr>
<td>Molecular sieve</td>
<td>102.16</td>
<td>1609.40</td>
<td>1711.56</td>
<td>81-8 r</td>
<td>81-8 r</td>
<td></td>
</tr>
<tr>
<td>Type Y</td>
<td>102.84</td>
<td>1608.63</td>
<td>1711.47</td>
<td>81-8 r</td>
<td>81-8 r</td>
<td></td>
</tr>
<tr>
<td>H Zeolon</td>
<td>103.28</td>
<td>1608.40</td>
<td>1711.68</td>
<td>82-7 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_4$ (g)</td>
<td>110.17 v</td>
<td>1600.16 v</td>
<td>1710.33</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si(OMe)$_4$ (g)</td>
<td>107.70 v</td>
<td>1601.81 v</td>
<td>1709.51</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si(OT)$_4$ (g)</td>
<td>107.56 v</td>
<td>1602.27 v</td>
<td>1709.83</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiMe$_4$ (g)</td>
<td>105.94 v</td>
<td>1603.74 v</td>
<td>1709.68</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiEt$_4$ (g)</td>
<td>106.03 v</td>
<td>1604.3 v</td>
<td>1710.33</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$Ph (g)</td>
<td>108.81 v</td>
<td>1601.95 v</td>
<td>1710.76</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$C$_3$H$_7$ (g)</td>
<td>108.92 v</td>
<td>1601.51 v</td>
<td>1710.43</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$Et (g)</td>
<td>108.97 v</td>
<td>1601.34 v</td>
<td>1710.31</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$C$_2$H$_7$ (g)</td>
<td>109.05 v</td>
<td>1601.29 v</td>
<td>1710.34</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$Me (g)</td>
<td>109.15 v</td>
<td>1600.96 v</td>
<td>1710.11</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$H (g)</td>
<td>109.44 v</td>
<td>1600.3 v</td>
<td>1709.74</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$MeC$_3$H$_7$ (g)</td>
<td>108.07 v</td>
<td>1602.08 v</td>
<td>1710.15</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$Et$_2$ (g)</td>
<td>107.85 v</td>
<td>1602.52 v</td>
<td>1710.37</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$Me$_2$ (g)</td>
<td>108.10 v</td>
<td>1601.82 v</td>
<td>1709.92</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiCl$_3$MeH (g)</td>
<td>108.53 v</td>
<td>1601.17 v</td>
<td>1709.70</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiClMe$_2$C$_3$H$_7$ (g)</td>
<td>106.98 v</td>
<td>1603.18 v</td>
<td>1710.16</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiClEt$_3$ (g)</td>
<td>106.6 v</td>
<td>1603.8 v</td>
<td>1710.4</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiClMe$_3$ (g)</td>
<td>107.06 v</td>
<td>1602.80 v</td>
<td>1709.86</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiMe$_3$CH$_2$Cl (g)</td>
<td>106.23 v</td>
<td>1603.62 v</td>
<td>1709.85</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiMe(OT)$_3$ (g)</td>
<td>107.09 v</td>
<td>1602.70 v</td>
<td>1709.79</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiMe$_2$(OT)$_2$ (g)</td>
<td>106.69 v</td>
<td>1603.00 v</td>
<td>1709.69</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiMe$_3$OT (g)</td>
<td>106.29 v</td>
<td>1603.29 v</td>
<td>1709.58</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiF$_4$ (g)</td>
<td>111.70 v</td>
<td>1595.34 v</td>
<td>1707.04</td>
<td>80-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiH$_4$ (g)</td>
<td>107.1 v</td>
<td>1601.2 v</td>
<td>1708.3</td>
<td>1847.0</td>
<td>3448.2</td>
<td>74-11, 79-4</td>
</tr>
<tr>
<td>PHOSPHORUS</td>
<td>2p</td>
<td>KL₂３ L₂３</td>
<td>α'</td>
<td>1s</td>
<td>Ref.</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>------</td>
<td>-----------</td>
<td>-----</td>
<td>------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Gap</td>
<td>128.7</td>
<td>1858.9</td>
<td>1987.6</td>
<td></td>
<td>80-16 r</td>
<td></td>
</tr>
<tr>
<td>P (red)</td>
<td>130.2</td>
<td>1857.0</td>
<td>1987.2</td>
<td></td>
<td>81-3 r</td>
<td></td>
</tr>
<tr>
<td>NaPO₃</td>
<td>134.7</td>
<td>1848.3</td>
<td>1983.0</td>
<td></td>
<td>78-8 r</td>
<td></td>
</tr>
<tr>
<td>Na₂HPO₄</td>
<td>133.1</td>
<td>1850.8</td>
<td>1983.9</td>
<td></td>
<td>80-16 r</td>
<td></td>
</tr>
<tr>
<td>SPCl₃ (g)</td>
<td>141.15 v</td>
<td>1842.6 v</td>
<td>1983.75</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>OPCI₃ (g)</td>
<td>141.35 v</td>
<td>1841.3 v</td>
<td>1982.65</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>PCl₃ (g)</td>
<td>140.15 v</td>
<td>1842.4 v</td>
<td>1982.55</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>SPF₃ (g)</td>
<td>142.85 v</td>
<td>1839.1 v</td>
<td>1981.95</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>C₅H₅P, phosphazene (g)</td>
<td>136.1 v</td>
<td>1845.3 v</td>
<td>1981.4</td>
<td></td>
<td>79-1</td>
<td></td>
</tr>
<tr>
<td>PF₅ (g)</td>
<td>144.65 v</td>
<td>1836.2 v</td>
<td>1980.85</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>OPF₃ (g)</td>
<td>143.25 v</td>
<td>1836.9 v</td>
<td>1980.15</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>PF₃ (g)</td>
<td>142.05 v</td>
<td>1837.4 v</td>
<td>1979.45</td>
<td></td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>PH₃ (g)</td>
<td>137.35 v</td>
<td>1842.0 v</td>
<td>1979.35</td>
<td>2150.5 v</td>
<td>79-4</td>
<td></td>
</tr>
<tr>
<td>PH₃ (g)</td>
<td>137.3 v</td>
<td>1841.4 v</td>
<td>1978.7</td>
<td></td>
<td>79-1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SULPHUR</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WS₂</td>
<td>162.8</td>
<td>2115.6</td>
<td>2278.4</td>
<td></td>
<td>78-8 r</td>
</tr>
<tr>
<td>NiWS₂</td>
<td>162.6</td>
<td>2115.9</td>
<td>2278.5</td>
<td></td>
<td>78-8 r</td>
</tr>
<tr>
<td>NiS</td>
<td>162.8</td>
<td>2116.1</td>
<td>2778.9</td>
<td></td>
<td>80-16 r</td>
</tr>
<tr>
<td>Na₂S₂O₃ (central S)</td>
<td>168.6</td>
<td>2107.8</td>
<td>2276.4</td>
<td></td>
<td>78-8 r</td>
</tr>
<tr>
<td>(peripheral S)</td>
<td>162.5</td>
<td>2112.5</td>
<td>2275.0</td>
<td></td>
<td>78-8 r</td>
</tr>
<tr>
<td>Na₂SO₃</td>
<td>166.6</td>
<td>2108.5</td>
<td>2275.1</td>
<td></td>
<td>82-8 r</td>
</tr>
<tr>
<td>CuSO₄</td>
<td>169.1</td>
<td>2108.0</td>
<td>2277.1</td>
<td></td>
<td>80-16 r</td>
</tr>
<tr>
<td>SF₆</td>
<td>174.4</td>
<td>2100.45</td>
<td>2274.85</td>
<td></td>
<td>82-8 r</td>
</tr>
<tr>
<td>SF₆ (g)</td>
<td>180.4 v</td>
<td>2092.6 v</td>
<td>2273.0</td>
<td>2490.1 v</td>
<td>76-6</td>
</tr>
<tr>
<td>SF₆ (g)</td>
<td>180.28 v</td>
<td>2092.52 v</td>
<td>2272.80</td>
<td></td>
<td>77-2</td>
</tr>
<tr>
<td>CS₂</td>
<td>163.6</td>
<td>2111.65</td>
<td>2275.25</td>
<td></td>
<td>82-8 r</td>
</tr>
<tr>
<td>CS₂ (g)</td>
<td>170.03 v</td>
<td>2101.40 v</td>
<td>2271.43</td>
<td></td>
<td>76-1</td>
</tr>
<tr>
<td>SO₂</td>
<td>167.4</td>
<td>2106.2</td>
<td>2273.6</td>
<td></td>
<td>82-8 r</td>
</tr>
<tr>
<td>SO₂ (g)</td>
<td>174.8 v</td>
<td>2095.5 v</td>
<td>2270.3</td>
<td>2483.7 v</td>
<td>76-6</td>
</tr>
<tr>
<td>SO₂ (g)</td>
<td>174.84 v</td>
<td>2095.40 v</td>
<td>2270.24</td>
<td></td>
<td>77-2</td>
</tr>
<tr>
<td>COS (g)</td>
<td>170.8 v</td>
<td>2099.2 v</td>
<td>2270.0</td>
<td></td>
<td>76-1</td>
</tr>
<tr>
<td>H₂S (g)</td>
<td>170.2 v</td>
<td>2098.7 v</td>
<td>2268.9</td>
<td>2478.5 v</td>
<td>76-6</td>
</tr>
<tr>
<td>H₂S (g)</td>
<td>170.44 v</td>
<td>2098.42 v</td>
<td>2268.86</td>
<td></td>
<td>77-2</td>
</tr>
<tr>
<td>H₂S (g)</td>
<td>2099.1 v</td>
<td>2477.7 v</td>
<td>79-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S (s)</td>
<td>164.25</td>
<td>152</td>
<td>316</td>
<td></td>
<td>82-5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CHLORINE</th>
<th>2p₃/2</th>
<th>LVV</th>
<th>α'</th>
<th>1s</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>poly(vinyl chloride)</td>
<td>200.1</td>
<td>182.3</td>
<td>382.4</td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>KCl</td>
<td>199.3</td>
<td>181.0</td>
<td>380.3</td>
<td></td>
<td>77-18 r</td>
</tr>
<tr>
<td>KClO₃</td>
<td>206.5</td>
<td>181.0</td>
<td>387.5</td>
<td></td>
<td>77-18 r</td>
</tr>
<tr>
<td>KClO₄</td>
<td>208.7</td>
<td>180.7</td>
<td>389.4</td>
<td></td>
<td>77-18 r</td>
</tr>
<tr>
<td></td>
<td>2p&lt;sub&gt;3/2&lt;/sub&gt;</td>
<td>KL&lt;sub&gt;22&lt;/sub&gt;L&lt;sub&gt;23&lt;/sub&gt;</td>
<td>α'</td>
<td>ls</td>
<td>Ref.</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------</td>
<td>-------------------------------</td>
<td>-----------</td>
<td>----</td>
<td>------</td>
</tr>
<tr>
<td>CCl&lt;sub&gt;4&lt;/sub&gt; (g)</td>
<td>207.04 v</td>
<td>2375.72 v</td>
<td>2582.76</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CHCl&lt;sub&gt;3&lt;/sub&gt; (g)</td>
<td>206.86 v</td>
<td>2375.52 v</td>
<td>2582.38</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CCl&lt;sub&gt;3&lt;/sub&gt;F (g)</td>
<td>207.20 v</td>
<td>2374.93 v</td>
<td>2582.13</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>t-C&lt;sub&gt;4&lt;/sub&gt;H&lt;sub&gt;9&lt;/sub&gt;Cl (g)</td>
<td>205.38 v</td>
<td>2376.64 v</td>
<td>2582.02</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>i-C&lt;sub&gt;3&lt;/sub&gt;H&lt;sub&gt;7&lt;/sub&gt;Cl (g)</td>
<td>205.62 v</td>
<td>2376.17 v</td>
<td>2581.79</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>n-C&lt;sub&gt;3&lt;/sub&gt;H&lt;sub&gt;7&lt;/sub&gt;Cl (g)</td>
<td>205.81 v</td>
<td>2375.77 v</td>
<td>2581.58</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CH&lt;sub&gt;2&lt;/sub&gt;Cl&lt;sub&gt;2&lt;/sub&gt; (g)</td>
<td>206.62 v</td>
<td>2375.15 v</td>
<td>2581.77</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CCl&lt;sub&gt;2&lt;/sub&gt;F&lt;sub&gt;2&lt;/sub&gt; (g)</td>
<td>207.47 v</td>
<td>2374.18 v</td>
<td>2581.66</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>C&lt;sub&gt;2&lt;/sub&gt;H&lt;sub&gt;5&lt;/sub&gt;Cl (g)</td>
<td>205.92 v</td>
<td>2375.46 v</td>
<td>2581.38</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>Cl&lt;sub&gt;2&lt;/sub&gt; (g)</td>
<td>207.82 v</td>
<td>2373.72 v</td>
<td>2581.54</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CCl&lt;sub&gt;2&lt;/sub&gt;F&lt;sub&gt;3&lt;/sub&gt; (g)</td>
<td>207.83 v</td>
<td>2373.30 v</td>
<td>2581.13</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CH&lt;sub&gt;3&lt;/sub&gt;Cl (g)</td>
<td>206.26 v</td>
<td>2374.51 v</td>
<td>2580.77</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>CIF (g)</td>
<td>209.18 v</td>
<td>2370.73 v</td>
<td>2579.91</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>HCl (g)</td>
<td>207.38 v</td>
<td>2371.98 v</td>
<td>2579.36</td>
<td>80-1</td>
<td></td>
</tr>
<tr>
<td>HCl (g)</td>
<td>2372.2 v</td>
<td>2829.2 v</td>
<td>2829.2 v</td>
<td>79-4</td>
<td></td>
</tr>
</tbody>
</table>

**ARGON**

<table>
<thead>
<tr>
<th></th>
<th>2p&lt;sub&gt;3/2&lt;/sub&gt;</th>
<th>L&lt;sub&gt;3&lt;/sub&gt;M&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;3&lt;/sub&gt;</th>
<th>L&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;3&lt;/sub&gt;</th>
<th>α'</th>
<th>ls</th>
<th>KL&lt;sub&gt;22&lt;/sub&gt;L&lt;sub&gt;23&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar (implanted in Fe)</td>
<td>241.7</td>
<td>216.9*</td>
<td>458.6</td>
<td>75-7 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ar (implanted in Be)</td>
<td>211.0 v</td>
<td>212.8 v</td>
<td>79-13</td>
<td>79-13 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ar (adsorbed on Ag)</td>
<td>210.6 v</td>
<td>212.7 v</td>
<td>76-10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ar (multilayer on Ag)</td>
<td>207.6 v</td>
<td>76-10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ar (g)</td>
<td>248.62 v</td>
<td>203.49 v</td>
<td>205.61 v</td>
<td>453.17†</td>
<td>73-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3205.9 v</td>
<td>2660.51 v</td>
<td>69-1, 77-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Centre of unresolved peaks.
Calculated for mean of Auger peaks listed.

**SODIUM**

<table>
<thead>
<tr>
<th></th>
<th>2p&lt;sub&gt;3/2&lt;/sub&gt;</th>
<th>L&lt;sub&gt;3&lt;/sub&gt;M&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;3&lt;/sub&gt;</th>
<th>L&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;2&lt;/sub&gt;M&lt;sub&gt;3&lt;/sub&gt;</th>
<th>α'</th>
<th>ls</th>
<th>KL&lt;sub&gt;22&lt;/sub&gt;L&lt;sub&gt;23&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaSb</td>
<td>547.9†</td>
<td>80-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K&lt;sub&gt;2&lt;/sub&gt;KSb</td>
<td>546.8†</td>
<td>80-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sb</td>
<td>547.0†</td>
<td>80-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>292.8</td>
<td>250.8*</td>
<td>543.6</td>
<td>75-7 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>293.1</td>
<td>248.3</td>
<td>250.7</td>
<td>542.6</td>
<td>79-12 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl</td>
<td>292.5</td>
<td>250.4*</td>
<td>542.9</td>
<td>82-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>292.9</td>
<td>249.3*</td>
<td>542.2</td>
<td>75-7 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>292.5</td>
<td>249.6*</td>
<td>542.1</td>
<td>80-20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>292.9</td>
<td>249.6*</td>
<td>542.3</td>
<td>80-20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>292.5</td>
<td>249.6*</td>
<td>542.1</td>
<td>75-7 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SbF&lt;sub&gt;6&lt;/sub&gt;</td>
<td>293.7</td>
<td>248.6*</td>
<td>542.3</td>
<td>75-7 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g)</td>
<td>300.7 v</td>
<td>236.67 v</td>
<td>239.51 v</td>
<td>540.2†</td>
<td>81-7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Peaks composed mainly of L<sub>3</sub>M<sub>22</sub>M<sub>3</sub>1D<sub>2</sub> and L<sub>2</sub>M<sub>23</sub>M<sub>23</sub>1D<sub>2</sub> respectively. Values centred between these columns are for the unresolved doublet.
Auger parameter based upon L<sub>2</sub>M<sub>23</sub>M<sub>23</sub>. The others are based upon Auger energies of the unresolved doublet.
### Appendix 4  Auger and Photoelectron Energies

**CALCIUM**

<table>
<thead>
<tr>
<th></th>
<th>$2p_{3/2}$</th>
<th>$L_3 M_{23} M_3^*$</th>
<th>$L_2 M_{23} M_3^*$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca</td>
<td>345.9</td>
<td>298.2</td>
<td>644.1</td>
<td></td>
<td>80-1</td>
</tr>
<tr>
<td>CaCl₂</td>
<td>348.3</td>
<td>291.9</td>
<td>640.2</td>
<td></td>
<td>75-7</td>
</tr>
<tr>
<td>CaO</td>
<td>346.5</td>
<td>291.9</td>
<td>638.4</td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>CaO₂</td>
<td>347.3</td>
<td>292.5</td>
<td>639.8</td>
<td></td>
<td>80-1</td>
</tr>
<tr>
<td>Ca → CaO</td>
<td>$\Delta +1.4$</td>
<td>−5.7</td>
<td>−4.3</td>
<td></td>
<td>80-1</td>
</tr>
<tr>
<td>CaSO₄</td>
<td>347.6</td>
<td>291.2</td>
<td>638.8</td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>347.0</td>
<td>291.8</td>
<td>638.8</td>
<td></td>
<td>79-1</td>
</tr>
<tr>
<td>wollastonite (Ca silicate)</td>
<td>347.0</td>
<td>291.5</td>
<td>638.5</td>
<td>82-7</td>
<td></td>
</tr>
<tr>
<td>CaF₂</td>
<td>347.9</td>
<td>288.9</td>
<td>636.8</td>
<td></td>
<td>82-5</td>
</tr>
</tbody>
</table>

**SCANDIUM**

<table>
<thead>
<tr>
<th></th>
<th>$L_3 M_{23} M_3^*$</th>
<th>$L_2 M_{23} M_3^*$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc₂O₃</td>
<td>401.9</td>
<td>334.9</td>
<td>736.8</td>
<td>79-12</td>
</tr>
<tr>
<td>Sc oxalate</td>
<td>403.3</td>
<td>333.5</td>
<td>736.8</td>
<td>82-5</td>
</tr>
<tr>
<td>Sc acetylacetonate</td>
<td>402.2</td>
<td>333.4</td>
<td>735.6</td>
<td>82-5</td>
</tr>
<tr>
<td>ScF₃</td>
<td>405.0</td>
<td>329.8</td>
<td>734.8</td>
<td>82-5</td>
</tr>
</tbody>
</table>

*Peaks composed mainly of $L_1 M_{23} M_{23}^1D_2$ and $L_2 M_{23} M_{23}^1D_2$, respectively. Values centred between the columns are for the unresolved doublet.

**TITANIUM**

<table>
<thead>
<tr>
<th></th>
<th>$L_3 M_{23} M_3^*$</th>
<th>$L_2 M_{23} M_3^*$</th>
<th>$\alpha'$</th>
<th>$KL_{23} L_{23}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>836.6</td>
<td>840.3</td>
<td></td>
<td></td>
<td></td>
<td>77-6</td>
</tr>
<tr>
<td>TiO₂</td>
<td>840.3</td>
<td>840.3</td>
<td></td>
<td></td>
<td></td>
<td>77-6</td>
</tr>
<tr>
<td>Ti</td>
<td>454.0</td>
<td>419.1</td>
<td>873.1</td>
<td></td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>TiN</td>
<td>455.7</td>
<td>420.0</td>
<td>875.7</td>
<td></td>
<td></td>
<td>79-11 r</td>
</tr>
<tr>
<td>TiC</td>
<td>454.6</td>
<td>418.2</td>
<td>872.8</td>
<td></td>
<td></td>
<td>79-11 r</td>
</tr>
<tr>
<td>TiO₂</td>
<td>458.7</td>
<td>414.9</td>
<td>873.6</td>
<td></td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>TiO₂</td>
<td>458.5</td>
<td>414.7</td>
<td>873.2</td>
<td></td>
<td></td>
<td>79-11 r</td>
</tr>
<tr>
<td>TiO acetylacetonate</td>
<td>458.4</td>
<td>414.8</td>
<td>873.2</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>titanocene dichloride</td>
<td>457.2</td>
<td>414.9</td>
<td>872.1</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na₂TiF₆</td>
<td>462.6</td>
<td>409.8</td>
<td>872.4</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K₂TiF₆</td>
<td>462.1</td>
<td>409.4</td>
<td>871.5</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti → TiC</td>
<td>$\Delta +1.3$</td>
<td>−1.5</td>
<td>−0.2</td>
<td>69-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti → TiN</td>
<td>$\Delta +1.5$</td>
<td>−1.9</td>
<td>−0.4</td>
<td>69-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti → TiO</td>
<td>$\Delta +1.0$</td>
<td>−1.6</td>
<td>−0.6</td>
<td>69-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti → TiO₂</td>
<td>$\Delta +4.9$</td>
<td>−5.8</td>
<td>−0.9</td>
<td>69-2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**VANADIUM**

<table>
<thead>
<tr>
<th></th>
<th>$L_3 M_{23} M_3^*$</th>
<th>$L_2 M_{23} M_3^*$</th>
<th>$\alpha'$</th>
<th>$KL_{23} L_{23}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>512.15</td>
<td>472.0</td>
<td>984.15</td>
<td></td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>V → VC</td>
<td>$\Delta +1.8$</td>
<td>−2.4</td>
<td>−0.6</td>
<td>69-2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**CHROMIUM**

<table>
<thead>
<tr>
<th></th>
<th>$L_3 M_{23} M_3^*$</th>
<th>$L_2 M_{23} M_3^*$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>574.3</td>
<td>527.2</td>
<td>1101.5</td>
<td>79-12 r</td>
</tr>
</tbody>
</table>
### Manganese

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{2,3}V$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>639.0</td>
<td>586.4</td>
<td>1225.4</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Mn</td>
<td>582.8</td>
<td>v</td>
<td></td>
<td>81-6</td>
</tr>
<tr>
<td>MnO$_2$</td>
<td>642.4</td>
<td>584.9</td>
<td>1227.3</td>
<td>82-5</td>
</tr>
<tr>
<td>MnO$_2$</td>
<td>642.3</td>
<td>583.9</td>
<td>1226.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>MnCl$_2$</td>
<td>642.8</td>
<td>580.9</td>
<td>1223.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>MnSiO$_3$</td>
<td>642.3</td>
<td>582.4</td>
<td>1224.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>$K_2$Mn(CN)$_6$</td>
<td>641.7</td>
<td>582.0</td>
<td>1223.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Mn(C$_2$H$_7$N$_7$)(PF$_6$)$_2$</td>
<td>640.8</td>
<td>582.2</td>
<td>1223.0</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

**Mn (g)** 561.6 v 81-6

Mn (s) → Mn (g) Δ -21.2 81-6

*The nitrogen ligand contains three pyridine rings.

### Iron

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>706.95</td>
<td>702.4</td>
<td>1409.35'</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>711.0</td>
<td>703.1</td>
<td>1414.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Fe$_3$O$_4$</td>
<td>710.9</td>
<td>702.0</td>
<td>1412.9</td>
<td>82-5</td>
</tr>
<tr>
<td>FeWO$_4$</td>
<td>711.5</td>
<td>703.1</td>
<td>1414.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Fe$_3$(WO$_4$)$_3$</td>
<td>711.1</td>
<td>702.5</td>
<td>1413.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>FeS</td>
<td>710.4</td>
<td>703.2</td>
<td>1413.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>FeS$_2$</td>
<td>707.4</td>
<td>702.7</td>
<td>1410.1</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

Fe$^{II}$ acetylacetonate 711.5 700.8 1412.3 79-11 r

Fe$^{III}$ acetylacetonate 711.8 700.3 1412.1 79-11 r

Fe cyclohexanecbutyrate 712.0 700.8 1412.8 79-11 r

Fe dithiodibutylcarbamate 711.3 701.2 1412.5 79-11 r

FeSO$_4$:7H$_2$O 711.0 700.4 1411.4 79-11 r

Fe(C$_{10}$H$_8$N$_2$)$_3$(PF$_6$)$_2$† 708.2 699.6 1407.8 79-11 r

K$_3$Fe(CN)$_6$ 709.9 698.4 1408.3 79-11 r

K$_1$Fe(CN)$_6$ 708.5 698.9 1407.4 79-11 r

K$_3$FeF$_6$ 713.8 696.8 1412.4 79-11 r

*The Auger line for all but Fe and FeS$_2$ is very broad, ca. 8 eV wide, and accuracy of the line energy is therefore limited.

†Ligand is C$_5$H$_3$NCH=CH$_3$.

### Cobalt

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>778.1</td>
<td>773.2</td>
<td>1551.3</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Co</td>
<td>778.2</td>
<td>773.0</td>
<td>1551.2</td>
<td>77-13</td>
</tr>
</tbody>
</table>

Co$_3$O$_4$ 780.0 773.6 1553.6 82-5

Co$_3$O$_4$ 780.3 773.9 1554.2 79-11 r

Co$_3$O$_4$ 779.3 773.6 1552.9 77-13

CoO 780.2 773.6 1553.8 82-5
### Cobalt—cont.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoSiO$_3$</td>
<td>781.5</td>
<td>770.4</td>
<td>1551.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co$_2$SiO$_4$</td>
<td>781.3</td>
<td>770.6</td>
<td>1551.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co cyclohexanebutyrate</td>
<td>781.6</td>
<td>770.0</td>
<td>1551.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co dibutylthiocarbamate</td>
<td>779.5</td>
<td>770.2</td>
<td>1549.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co(NH$_3$)$_6$Cl$_3$</td>
<td>781.7</td>
<td>768.6</td>
<td>1550.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co(N$_4$-tetramethylethylenediamine)(NO$_3$)$_2$</td>
<td>780.0</td>
<td>770.1</td>
<td>1550.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>K$_3$Co(CN)$_6$</td>
<td>781.9</td>
<td>766.8</td>
<td>1548.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Co(C$<em>{24}$H$</em>{27}$N$_7$)(PF$_6$)$_2$*</td>
<td>780.5</td>
<td>773.4</td>
<td>1553.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CoSiF$_6$</td>
<td>783.6</td>
<td>768.2</td>
<td>1551.8</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

*The nitrogen ligand contains three pyridine rings.

### Nickel

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>852.7*</td>
<td>846.2*</td>
<td>1698.9*</td>
<td>82-1* r</td>
</tr>
<tr>
<td>Ni</td>
<td>852.5</td>
<td>846.2</td>
<td>1698.7</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Ni</td>
<td>852.6</td>
<td>845.9</td>
<td>1698.5</td>
<td>76-5</td>
</tr>
<tr>
<td>Ni</td>
<td>852.7</td>
<td>845.8</td>
<td>1698.5</td>
<td>74-4 r</td>
</tr>
<tr>
<td>Ni</td>
<td>852.9</td>
<td>846.1</td>
<td>1699.0</td>
<td>80-8</td>
</tr>
</tbody>
</table>

| Ni (s) → Ni (implanted in C)                 | $\Delta$ +0.9 | -0.7 | +0.2 | 80-8 |
| NiO                                         | 853.5      | 846.0* | 1699.5 | 82-5 |
| NiO                                         | 853.5      | 846.4* | 1699.9 | 79-11 r |
| NiO                                         | 854.1      | 845.8  | 1699.9 | 74-4   |

| Ni cyclohexanebutyrate                       | 856.3      | 842.5   | 1698.8    | 79-11 r |
| Ni acetylacetonate                           | 855.7      | 842.9   | 1698.6    | 79-11 r |
| KNi biuret                                   | 856.8      | 841.9   | 1698.7    | 79-11 r |
| Ni trifluoroacetate                          | 856.9      | 841.8   | 1698.7    | 79-11 r |

| NiSiO$_3$                                    | 856.9      | 841.4   | 1698.3    | 79-11 r |
| Ni dimethylglyoxime                          | 854.8      | 842.4   | 1697.2    | 79-11 r |
| Ni(C$_{24}$H$_{27}$N$_7$)(PF$_6$)$_2$†        | 855.4      | 842.1   | 1697.5    | 79-11 r |
| K$_2$Ni(CN)$_4$                              | 855.4      | 840.3   | 1695.7    | 79-11 r |

| NiF$_2$                                      | 857.4      | 842.4   | 1699.8    | 79-11 r |
| NiSiF$_6$                                    | 858.7      | 840.4   | 1699.1    | 79-11 r |

*Taken as the centre of a broad square line.
†The nitrogen ligand contains three pyridine rings.

### Copper

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>932.67*</td>
<td>918.65*</td>
<td>1851.32*</td>
<td>82-2*</td>
</tr>
<tr>
<td>Cu</td>
<td>932.68*</td>
<td>918.62*</td>
<td>1851.30*</td>
<td>80-4*</td>
</tr>
<tr>
<td>Cu</td>
<td>932.6*</td>
<td>918.8*</td>
<td>1851.4*</td>
<td>82-1*</td>
</tr>
<tr>
<td>Cu</td>
<td>932.6</td>
<td>918.4</td>
<td>1851.0</td>
<td>79-12 r</td>
</tr>
<tr>
<td></td>
<td>$2p_{3/2}$</td>
<td>$L_3M_{4.5}M_{4.5}$</td>
<td>$\alpha'$</td>
<td>Ref.</td>
</tr>
<tr>
<td>------------------</td>
<td>------------</td>
<td>---------------------</td>
<td>-----------</td>
<td>------</td>
</tr>
<tr>
<td><strong>Copper—cont.</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>932.8</td>
<td>918.5</td>
<td>1851.3</td>
<td>77-9 r</td>
</tr>
<tr>
<td>Cu</td>
<td>932.8</td>
<td>918.3</td>
<td>1851.1</td>
<td>73-2</td>
</tr>
<tr>
<td>Cu</td>
<td>932.6</td>
<td>918.6</td>
<td>1851.2</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Cu</td>
<td>932.6</td>
<td>918.8</td>
<td>1851.4</td>
<td>77-10</td>
</tr>
<tr>
<td>Cu</td>
<td>932.7 c</td>
<td>918.6</td>
<td>1851.3</td>
<td>76-5</td>
</tr>
<tr>
<td>Cu</td>
<td>932.2</td>
<td>919.0</td>
<td>1851.2</td>
<td>73-7</td>
</tr>
<tr>
<td>Cu</td>
<td>932.4</td>
<td>919.0</td>
<td>1851.4</td>
<td>76.7</td>
</tr>
<tr>
<td>Cu</td>
<td>933.0</td>
<td>918.4</td>
<td>1851.4</td>
<td>78-5</td>
</tr>
<tr>
<td>Cu</td>
<td>933.1</td>
<td>918.2</td>
<td>1851.3</td>
<td>78-2</td>
</tr>
<tr>
<td>Cu</td>
<td>932.8</td>
<td>918.0</td>
<td>1850.8</td>
<td>73-5</td>
</tr>
<tr>
<td>Cu</td>
<td>933.0</td>
<td>918.1</td>
<td>1851.1</td>
<td>73-2</td>
</tr>
<tr>
<td>Cu</td>
<td>932.6</td>
<td>918.9</td>
<td>1851.5</td>
<td>81-2 r</td>
</tr>
<tr>
<td>Cu</td>
<td></td>
<td>918.9</td>
<td></td>
<td>70-3</td>
</tr>
<tr>
<td>Al$_2$Cu</td>
<td>933.9</td>
<td>918.0</td>
<td>1851.9</td>
<td>77-9 r</td>
</tr>
<tr>
<td>CuAgSe</td>
<td>932.3</td>
<td>917.6</td>
<td>1849.9</td>
<td>78-5</td>
</tr>
<tr>
<td>Cu$_2$Se</td>
<td>932.3</td>
<td>917.5</td>
<td>1849.8</td>
<td>78-5</td>
</tr>
<tr>
<td>CuSe</td>
<td>932.4</td>
<td>918.3</td>
<td>1850.7</td>
<td>78-5</td>
</tr>
<tr>
<td>Cu$_2$S</td>
<td>932.5</td>
<td>917.4</td>
<td>1849.9</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$S</td>
<td>$\Delta + 0.07$</td>
<td>-1.37</td>
<td>-1.30</td>
<td>82-5</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$S</td>
<td>$\Delta + 0.1$</td>
<td>-1.8</td>
<td>-1.7</td>
<td>74-10</td>
</tr>
<tr>
<td>CuS</td>
<td>932.6</td>
<td>917.8</td>
<td>1850.4</td>
<td>78-5</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>932.6</td>
<td>916.6</td>
<td>1849.2</td>
<td>82-5</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>932.4</td>
<td>917.2</td>
<td>1849.6</td>
<td>77-10</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>932.2</td>
<td>917.6</td>
<td>1849.8</td>
<td>76-7 r</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>933.1</td>
<td>916.2</td>
<td>1849.3</td>
<td>78-2 r</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$O</td>
<td>$\Delta -0.11$</td>
<td>-2.00</td>
<td>-2.11</td>
<td>82-5</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$O</td>
<td>$\Delta + 0.1$</td>
<td>-2.3</td>
<td>-2.2</td>
<td>74-10</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$O</td>
<td>$\Delta$</td>
<td>-2.3</td>
<td></td>
<td>81-2</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu$_2$O</td>
<td>$\Delta 0.0$</td>
<td>-2.2</td>
<td>-2.2</td>
<td>73-5</td>
</tr>
<tr>
<td>CuO</td>
<td>933.8</td>
<td>917.9</td>
<td>1851.7</td>
<td>82-5</td>
</tr>
<tr>
<td>CuO</td>
<td>933.6</td>
<td>918.1</td>
<td>1851.7</td>
<td>77-10</td>
</tr>
<tr>
<td>CuO</td>
<td>933.8</td>
<td>917.8</td>
<td>1851.6</td>
<td>78-2 r</td>
</tr>
<tr>
<td>CuO</td>
<td>933.5</td>
<td>917.9</td>
<td>1851.4</td>
<td>76-7 r</td>
</tr>
<tr>
<td>CuO</td>
<td>933.0</td>
<td>917.9</td>
<td>1850.9</td>
<td>73-7</td>
</tr>
<tr>
<td>Cu $\rightarrow$ CuO</td>
<td>$\Delta +0.96$</td>
<td>-0.88</td>
<td>+0.08</td>
<td>82-5</td>
</tr>
<tr>
<td>Cu $\rightarrow$ CuO</td>
<td>$\Delta +1.2$</td>
<td>-1.0</td>
<td>+0.2</td>
<td>74-10</td>
</tr>
<tr>
<td>Cu $\rightarrow$ CuO</td>
<td>$\Delta +1.3$</td>
<td>-0.8</td>
<td>+0.5</td>
<td>81-2</td>
</tr>
<tr>
<td>Cu $\rightarrow$ Cu(OH)$_2$</td>
<td>$\Delta +2.5$</td>
<td>-2.7</td>
<td>-0.2</td>
<td>81-2</td>
</tr>
<tr>
<td>CuCl</td>
<td>932.4</td>
<td>915.6</td>
<td>1848.0</td>
<td>77-10</td>
</tr>
<tr>
<td>CuCl</td>
<td>932.6</td>
<td>915.0</td>
<td>1847.6</td>
<td>75-7 r</td>
</tr>
<tr>
<td>CuCl$_2$</td>
<td>934.4</td>
<td>915.5</td>
<td>1849.9</td>
<td>77-10</td>
</tr>
</tbody>
</table>
### Copper—cont.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuCl$_2$</td>
<td>935.2</td>
<td>915.1</td>
<td>1850.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CuCl$_2$</td>
<td>934.8</td>
<td>915.3</td>
<td>1850.1</td>
<td>81-1 r</td>
</tr>
<tr>
<td>CuBr$_2$</td>
<td>933.3</td>
<td>916.9</td>
<td>1850.2</td>
<td>81-1 r</td>
</tr>
<tr>
<td>CuCN</td>
<td>933.1</td>
<td>914.5</td>
<td>1847.6</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Cu$_2$Mo$<em>3$O$</em>{10}$</td>
<td>932.0</td>
<td>916.5</td>
<td>1848.5</td>
<td>78-2 r</td>
</tr>
<tr>
<td>CuSO$_4$</td>
<td>935.5</td>
<td>915.9</td>
<td>1851.4</td>
<td>82-5</td>
</tr>
<tr>
<td>CuSO$_4$</td>
<td>935.5</td>
<td>915.6</td>
<td>1851.1</td>
<td>77-18 r</td>
</tr>
<tr>
<td>Cu(NO$_3$)$_2$</td>
<td>935.5</td>
<td>915.3</td>
<td>1850.8</td>
<td>77-18 r</td>
</tr>
<tr>
<td>CuCO$_3$</td>
<td>935.0</td>
<td>916.3</td>
<td>1851.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CuMoO$_4$</td>
<td>934.5</td>
<td>916.6</td>
<td>1851.1</td>
<td>78-2 r</td>
</tr>
<tr>
<td>CuSiO$_3$</td>
<td>934.9</td>
<td>915.2</td>
<td>1850.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Cu(CN)$_3$</td>
<td>933.2</td>
<td>914.5</td>
<td>1847.7</td>
<td>77-18 r</td>
</tr>
<tr>
<td>Cu(C$<em>{24}$H$</em>{27}$N$_7$)(PF$_6$)$_2$</td>
<td>934.0</td>
<td>915.9</td>
<td>1849.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CuF$_2$</td>
<td>937.0</td>
<td>914.8</td>
<td>1851.8</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CuF$_2$</td>
<td>936.1</td>
<td>916.0</td>
<td>1852.1</td>
<td>77-10</td>
</tr>
<tr>
<td>CuF$_2$</td>
<td>936.8</td>
<td>914.4</td>
<td>1851.2</td>
<td>81-1 r</td>
</tr>
<tr>
<td>Cu → Cu atoms in SiO$_2$</td>
<td>∆ 0.7</td>
<td>-4.1</td>
<td>-3.4</td>
<td>79-18</td>
</tr>
<tr>
<td>Cu → Cu (g)</td>
<td>∆ 2.5</td>
<td>-13.2</td>
<td>-10.7</td>
<td>82-11</td>
</tr>
</tbody>
</table>

*The nitrogen ligand contains three pyridine rings.*

### Zinc

<table>
<thead>
<tr>
<th>Compound</th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>1021.65</td>
<td>992.2</td>
<td>2013.85</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.6</td>
<td>992.3</td>
<td>2013.9</td>
<td>77-15 r</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.7</td>
<td>992.5</td>
<td>2014.2</td>
<td>73-6</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.4 c</td>
<td>992.0</td>
<td>2013.4 c</td>
<td>76-5</td>
</tr>
<tr>
<td>Zn</td>
<td>1022.0</td>
<td>991.8</td>
<td>2013.8</td>
<td>74-8</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.7 c</td>
<td>992.0</td>
<td>2013.7 c</td>
<td>77-10</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.9</td>
<td>992.4</td>
<td>2014.3</td>
<td>74-4 r</td>
</tr>
<tr>
<td>Zn</td>
<td>1021.4 c</td>
<td>992.3</td>
<td>2013.7 c</td>
<td>77-12 n</td>
</tr>
<tr>
<td>Zn</td>
<td>988.4 c</td>
<td></td>
<td></td>
<td>77-17</td>
</tr>
<tr>
<td>Zn</td>
<td>988.2 v</td>
<td></td>
<td></td>
<td>77-20</td>
</tr>
<tr>
<td>Zn</td>
<td>991.7</td>
<td></td>
<td></td>
<td>70-3</td>
</tr>
<tr>
<td>ZnTe</td>
<td>1021.6 c</td>
<td>991.3</td>
<td>2012.9 c</td>
<td>77-12 n</td>
</tr>
<tr>
<td>ZnTe</td>
<td>1022.0 c</td>
<td>989.5</td>
<td>2011.5 c</td>
<td>77-12 n</td>
</tr>
<tr>
<td>ZnSe</td>
<td>1021.4 c</td>
<td>992.3</td>
<td>2013.7 c</td>
<td>70-1</td>
</tr>
<tr>
<td>ZnSe</td>
<td>1021.6 c</td>
<td>989.7</td>
<td>2011.3 c</td>
<td>77-10</td>
</tr>
<tr>
<td>ZnS</td>
<td>1021.9 c</td>
<td>988.2</td>
<td>2010.1 c</td>
<td>77-12 n</td>
</tr>
<tr>
<td>ZnS</td>
<td>1021.6 c</td>
<td>989.7</td>
<td>2011.3 c</td>
<td>77-10</td>
</tr>
<tr>
<td>ZnS</td>
<td>1021.9 c</td>
<td>988.2</td>
<td>2010.1 c</td>
<td>77-12 n</td>
</tr>
<tr>
<td>ZnS</td>
<td>1021.9 c</td>
<td>988.2</td>
<td>2011.9</td>
<td>70-1</td>
</tr>
</tbody>
</table>
### Zinc—cont.

<table>
<thead>
<tr>
<th></th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{4.5}M_{4.5}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnI$_2$</td>
<td>1022.5 c</td>
<td>988.7</td>
<td>2011.2 c</td>
<td>77-10</td>
</tr>
<tr>
<td>ZnI$_2$</td>
<td>1021.7</td>
<td>988.2</td>
<td>2009.9</td>
<td>73-6</td>
</tr>
<tr>
<td>ZnBr$_2$</td>
<td>1022.1 c</td>
<td>987.6</td>
<td>2009.7</td>
<td>77-12n</td>
</tr>
<tr>
<td>ZnBr$_2$</td>
<td>1021.9</td>
<td>988.6</td>
<td>2010.5</td>
<td>82-5</td>
</tr>
<tr>
<td>ZnCl$_2$</td>
<td>973.3 v</td>
<td>1008.5</td>
<td>2008.0</td>
<td>77-12n</td>
</tr>
<tr>
<td>ZnO</td>
<td>1021.4</td>
<td>987.7</td>
<td>2009.1</td>
<td>75-7 r</td>
</tr>
<tr>
<td>ZnCl$_2$</td>
<td>1021.3</td>
<td>988.3</td>
<td>2009.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1021.96</td>
<td>987.30</td>
<td>2008.2c</td>
<td>77-10 r</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1021.8 c</td>
<td>986.2</td>
<td>2008.0c</td>
<td>77-10</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1022.8</td>
<td>986.7</td>
<td>2009.5</td>
<td>75-7 r</td>
</tr>
<tr>
<td>ZnO</td>
<td>1022.2</td>
<td>987.4</td>
<td>2009.6</td>
<td>74-8</td>
</tr>
</tbody>
</table>

Zn → Zn ox

<table>
<thead>
<tr>
<th></th>
<th>$\Delta + 0.3$</th>
<th>$\Delta - 4.2$</th>
<th>$\Delta - 3.5$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn → Zn ox</td>
<td>$\Delta + 0.2$</td>
<td>988.6</td>
<td>2010.5</td>
<td>82-5</td>
</tr>
<tr>
<td>ZnCl$_2$</td>
<td>988.3</td>
<td>2009.6</td>
<td>74-4</td>
<td></td>
</tr>
<tr>
<td>Zn acetaceton</td>
<td>987.7</td>
<td>2009.1</td>
<td>75-7 r</td>
<td></td>
</tr>
</tbody>
</table>

Zn(C$_2$H$_{27}$N$_2$)(BF$_4$)$_2$ *hemimorphite (Zn silicate)

<table>
<thead>
<tr>
<th></th>
<th>$2p_{3/2}$</th>
<th>$L_3M_{4.5}M_{4.5}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn (g)</td>
<td>1021.3</td>
<td>988.3</td>
<td>2009.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Zn (g)</td>
<td>1021.96</td>
<td>987.30</td>
<td>2009.26</td>
<td>82-7 r</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1021.8 c</td>
<td>986.2</td>
<td>2008.0c</td>
<td>77-10 r</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1022.8</td>
<td>986.7</td>
<td>2009.5</td>
<td>75-7 r</td>
</tr>
<tr>
<td>ZnF$_2$</td>
<td>1021.4</td>
<td>987.7</td>
<td>2009.1</td>
<td>74-8</td>
</tr>
</tbody>
</table>

Zn → Zn (g)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnF$_2$</td>
<td>1022.2</td>
<td>986.7</td>
<td>2007.4</td>
<td>74-8</td>
</tr>
</tbody>
</table>

*The nitrogen ligand contains three pyridine rings.

### Gallium

<table>
<thead>
<tr>
<th></th>
<th>$3d$</th>
<th>$L_3M_{4.5}M_{4.5}$</th>
<th>$\alpha'$</th>
<th>$2p_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga</td>
<td>18.7</td>
<td>1068.1</td>
<td>1086.8</td>
<td>2011.2c</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Ga</td>
<td>18.7</td>
<td>1068.1</td>
<td>1086.8</td>
<td>1116.6c</td>
<td>82-5, 75-7 r</td>
</tr>
<tr>
<td>Ga</td>
<td>18.6</td>
<td>1068.3</td>
<td>1086.9</td>
<td>1116.5c</td>
<td>73-6</td>
</tr>
<tr>
<td>Ga</td>
<td>18.4</td>
<td>1068.2</td>
<td>1086.6</td>
<td>77-22</td>
<td></td>
</tr>
<tr>
<td>Ga</td>
<td>18.5</td>
<td>1069.0</td>
<td>1087.5</td>
<td>1116.4c</td>
<td>74-4 r</td>
</tr>
<tr>
<td>Ga</td>
<td>18.5</td>
<td>1068.1</td>
<td>1086.6</td>
<td>78-4 r</td>
<td></td>
</tr>
<tr>
<td>GaAs (cleaved)</td>
<td>19.2</td>
<td>1066.4</td>
<td>1085.6</td>
<td>79-3 n</td>
<td></td>
</tr>
<tr>
<td>GaAs (cleaved)</td>
<td>19.4</td>
<td>1066.2</td>
<td>1085.6</td>
<td>78-4 r</td>
<td></td>
</tr>
<tr>
<td>GaAs (sputtered)</td>
<td>19.0</td>
<td>1067.1</td>
<td>1086.1</td>
<td>78-4 r</td>
<td></td>
</tr>
<tr>
<td>GaAs (chem etch)</td>
<td>19.3</td>
<td>1066.2</td>
<td>1085.5</td>
<td>78-4 r</td>
<td></td>
</tr>
<tr>
<td>GaP</td>
<td>19.3</td>
<td>1066.2</td>
<td>1085.5</td>
<td>82-5</td>
<td></td>
</tr>
<tr>
<td>GaN</td>
<td>19.54</td>
<td>1064.5</td>
<td>1084.04</td>
<td>80-9 r</td>
<td></td>
</tr>
<tr>
<td>Ga → Ga ox</td>
<td>$\Delta + 2.0$</td>
<td>1066.4</td>
<td>1084.04</td>
<td>80-9 r</td>
<td></td>
</tr>
<tr>
<td>Ga → Ga ox</td>
<td>$\Delta + 2.6$</td>
<td>1085.5</td>
<td>82-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ga → Ga ox</td>
<td>$\Delta + 2.6$</td>
<td>1084.04</td>
<td>74-4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix 4  Auger and Photoelectron Energies

<table>
<thead>
<tr>
<th>GALLIUM—cont.</th>
<th>3d</th>
<th>(L_3M_{45}M_{45})</th>
<th>(\alpha')</th>
<th>(2p_{3/2})</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ga₂O₃</td>
<td>21.0</td>
<td>1061.9</td>
<td>1082.9</td>
<td></td>
<td>78-4 r</td>
</tr>
<tr>
<td>Ga₂O₃</td>
<td>20.3</td>
<td>1062.8</td>
<td>1083.1</td>
<td>1117.9</td>
<td>73-6 r</td>
</tr>
<tr>
<td>GaAs → Ga ox</td>
<td>Δ +1.0</td>
<td>-3.5</td>
<td>-2.5</td>
<td></td>
<td>79-3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GERMANIUM</th>
<th>3d</th>
<th>(L_3M_{45}M_{45})</th>
<th>(\alpha')</th>
<th>(2p_{3/2})</th>
<th>(\alpha'^+)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>29.0</td>
<td>1145.4</td>
<td>1174.4</td>
<td></td>
<td></td>
<td>77-19 r</td>
</tr>
<tr>
<td>Ge</td>
<td>29.15</td>
<td>1145.2</td>
<td>1174.35</td>
<td>1217.2 c</td>
<td>2362.4 c</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Ge</td>
<td>29.5*</td>
<td>1145.0*</td>
<td>1174.5</td>
<td>1217.4*</td>
<td>2362.4</td>
<td>77-16</td>
</tr>
<tr>
<td>Ge</td>
<td>29.0</td>
<td>1145.0</td>
<td>1174.0</td>
<td>1217.0 c</td>
<td>2362.0 c</td>
<td>74-4 r</td>
</tr>
<tr>
<td>Ge</td>
<td>29.2</td>
<td>1144.9</td>
<td>1174.1</td>
<td></td>
<td></td>
<td>77-22</td>
</tr>
<tr>
<td>GeTe₂</td>
<td>30.0</td>
<td>1144.8</td>
<td>1174.8</td>
<td></td>
<td></td>
<td>77-19 r</td>
</tr>
<tr>
<td>GeSe₂</td>
<td>30.9</td>
<td>1143.8</td>
<td>1174.7</td>
<td></td>
<td></td>
<td>77-19 r</td>
</tr>
<tr>
<td>GeS₂</td>
<td>30.5</td>
<td>1143.7</td>
<td>1174.2</td>
<td></td>
<td></td>
<td>77-19 r</td>
</tr>
<tr>
<td>Ge → Ge ox</td>
<td>Δ +4.1</td>
<td>-8.0</td>
<td>-3.9</td>
<td>+3.8</td>
<td>-4.2</td>
<td>74-4</td>
</tr>
<tr>
<td>Ge → Ge ox</td>
<td>Δ +3.8</td>
<td>-7.9</td>
<td>-4.1</td>
<td>+3.7</td>
<td>-4.2</td>
<td>82-5, 75-7</td>
</tr>
<tr>
<td>GeO₂</td>
<td>32.7</td>
<td>1137.7</td>
<td>1170.4</td>
<td>1220.6</td>
<td>2358.3</td>
<td>82-5, 75-7</td>
</tr>
<tr>
<td>GeO₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2358.9</td>
<td>76-8</td>
</tr>
<tr>
<td>Na₂GeF₆</td>
<td>33.3</td>
<td>1135.7</td>
<td>1169.0</td>
<td>1221.3</td>
<td>2357.0</td>
<td>82-5, 75-7</td>
</tr>
<tr>
<td>K₂GeF₆</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2357.15</td>
<td>76-8</td>
</tr>
<tr>
<td>GeBr₄ (g)</td>
<td>38.95 v</td>
<td>1130.32 v</td>
<td>1169.27</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeCl₄ (g)</td>
<td>39.6 v</td>
<td>1129.01 v</td>
<td>1168.61</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeMe₄ (g)</td>
<td>35.63 v</td>
<td>1132.64 v</td>
<td>1168.27</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeH₃Br (g)</td>
<td>37.65 v</td>
<td>1129.81 v</td>
<td>1167.46</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeH₃Cl (g)</td>
<td>37.77 v</td>
<td>1129.4 v</td>
<td>1167.17</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeH₃Me (g)</td>
<td>36.44 v</td>
<td>1130.55 v</td>
<td>1166.99</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeH₄ (g)</td>
<td>36.9 v</td>
<td>1129.5 v</td>
<td>1166.4</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
<tr>
<td>GeF₄ (g)</td>
<td>41.55 v</td>
<td>1124.28 v</td>
<td>1165.83</td>
<td></td>
<td></td>
<td>73-4</td>
</tr>
</tbody>
</table>

* Vacuum-level referenced values corrected by a 4.3 eV work function.

† Based upon \(2p_{3/2}\) and \(L_3M_{45}M_{45}\).

### ARSENIC

<table>
<thead>
<tr>
<th>3d</th>
<th>(L_3M_{45}M_{45})</th>
<th>(\alpha')</th>
<th>(2p_{3/2})</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>As</td>
<td>41.8</td>
<td>1225.0</td>
<td>1266.8</td>
<td>1323.4 c</td>
</tr>
<tr>
<td>As</td>
<td>41.5</td>
<td>1226.1</td>
<td>1267.6</td>
<td></td>
</tr>
<tr>
<td>As</td>
<td>41.5</td>
<td>1225.2</td>
<td>1266.7</td>
<td>1323.1</td>
</tr>
<tr>
<td>As</td>
<td>42.1</td>
<td>1225.0</td>
<td>1267.1</td>
<td>1323.7 c</td>
</tr>
<tr>
<td>As</td>
<td>41.6</td>
<td>1225.4</td>
<td>1267.0</td>
<td>1323.3</td>
</tr>
<tr>
<td>GaAs (cleaved)</td>
<td>41.3</td>
<td>1224.5</td>
<td>1265.8</td>
<td></td>
</tr>
<tr>
<td>GaAs (chem etch)</td>
<td>41.2</td>
<td>1225.0</td>
<td>1266.2</td>
<td>1323.0</td>
</tr>
<tr>
<td>ARSENIC—cont.</td>
<td>$3d$</td>
<td>$L_3M_{4,5}M_{4,5}$</td>
<td>$\alpha'$</td>
<td>$2p_{3/2}$</td>
</tr>
<tr>
<td>--------------</td>
<td>-----</td>
<td>------------------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>GaAs (sputtered)</td>
<td>41.0</td>
<td>1225.5</td>
<td>1266.5</td>
<td>1322.7</td>
</tr>
<tr>
<td>GaAs (sputtered)</td>
<td>40.9</td>
<td>1225.4</td>
<td>1266.3</td>
<td>1322.8</td>
</tr>
<tr>
<td>NbAs</td>
<td>40.8</td>
<td>1226.0</td>
<td>1266.8</td>
<td></td>
</tr>
<tr>
<td>As$_2$Te$_3$</td>
<td>43.0</td>
<td>1223.3</td>
<td>1266.3</td>
<td>1324.7</td>
</tr>
<tr>
<td>As$_2$Se$_3$</td>
<td>43.5</td>
<td>1222.0</td>
<td>1265.5</td>
<td>1325.6</td>
</tr>
<tr>
<td>As$_2$S$_3$</td>
<td>43.1</td>
<td>1222.7</td>
<td>1265.8</td>
<td>1325.1</td>
</tr>
<tr>
<td>As$_4$S$_4$</td>
<td>44.1</td>
<td>1220.0</td>
<td>1264.1</td>
<td>1325.9</td>
</tr>
<tr>
<td>Ph$_3$AsS</td>
<td>44.0</td>
<td>1219.3</td>
<td>1263.3</td>
<td>1325.8</td>
</tr>
<tr>
<td>Me$_3$AsS</td>
<td>43.5</td>
<td>1222.9</td>
<td>1266.4</td>
<td>1325.6</td>
</tr>
<tr>
<td>AsI$_3$</td>
<td>43.5</td>
<td>1222.3</td>
<td>1265.8</td>
<td>1325.1</td>
</tr>
<tr>
<td>MeAsI$_2$</td>
<td>45.3</td>
<td>1218.1</td>
<td>1263.4</td>
<td>1327.4</td>
</tr>
<tr>
<td>AsBr$_3$</td>
<td>42.4</td>
<td>1221.1</td>
<td>1263.5</td>
<td>1324.3</td>
</tr>
<tr>
<td>Ph$_3$As</td>
<td>44.4</td>
<td>1218.9</td>
<td>1263.3</td>
<td>1326.7</td>
</tr>
<tr>
<td>As$_2$O$_3$</td>
<td>45.0</td>
<td>1218.8</td>
<td>1263.8</td>
<td>1326.4</td>
</tr>
<tr>
<td>As$_2$O$_3$</td>
<td>44.9</td>
<td>1218.7</td>
<td>1263.6</td>
<td>1326.6</td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>46.2</td>
<td>1217.4</td>
<td>1263.6</td>
<td>1328.1</td>
</tr>
<tr>
<td>As$_2$O$_5$</td>
<td>44.9</td>
<td>1218.6</td>
<td>1263.5</td>
<td>1328.8</td>
</tr>
<tr>
<td>NaAsO$_2$</td>
<td>44.2</td>
<td>1219.4</td>
<td>1263.6</td>
<td>1325.6</td>
</tr>
<tr>
<td>NaAsO$_2$</td>
<td>44.3</td>
<td>1219.6</td>
<td>1263.9</td>
<td></td>
</tr>
<tr>
<td>Na$_2$HASO$_4$</td>
<td>45.5</td>
<td>1217.1</td>
<td>1262.6</td>
<td>1326.8</td>
</tr>
<tr>
<td>Ph$_3$AsO</td>
<td>44.3</td>
<td>1219.5</td>
<td>1263.8</td>
<td>1325.5</td>
</tr>
<tr>
<td>PhAsO(OH)$_2$</td>
<td>45.2</td>
<td>1218.4</td>
<td>1263.6</td>
<td>1326.8</td>
</tr>
<tr>
<td>Ph$_3$AsOOH</td>
<td>44.4</td>
<td>1219.0</td>
<td>1263.4</td>
<td>1324.8</td>
</tr>
<tr>
<td>Me$_2$AsOOH</td>
<td>44.6</td>
<td>1218.4</td>
<td>1263.0</td>
<td>1326.3</td>
</tr>
<tr>
<td>(C$<em>{10}$H$</em>{21}$)$_2$AsOOH</td>
<td>44.0</td>
<td>1219.0</td>
<td>1263.0</td>
<td>1325.5</td>
</tr>
<tr>
<td>BuAsO(OH)$_2$</td>
<td>45.1</td>
<td>1218.3</td>
<td>1263.4</td>
<td>1327.0</td>
</tr>
<tr>
<td>KAsF$_6$</td>
<td>47.8</td>
<td>1213.8</td>
<td>1261.6</td>
<td>1330.0</td>
</tr>
<tr>
<td>GaAs $\rightarrow$ As$_2$O$_3$</td>
<td>$\Delta$ 3.1</td>
<td>$-$5.9</td>
<td>$-$2.8</td>
<td></td>
</tr>
</tbody>
</table>

\[ \begin{array}{cccc}
\text{3s} & L_2M_{4,5}M_{4,5} \\
C_6H_5As \text{ (arsabenzene) (g)} & 211.2 & 1248.2 & 79-1 \\
AsMe$_3$ (g) & 211.1 & 1247.9 & 79-1 \\
AsH$_3$ (g) & 212.4 & 1245.1 & 79-1 \\
\end{array} \]

<table>
<thead>
<tr>
<th>SELENIUM</th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{4,5}M_{4,5}$</th>
<th>$\alpha'$</th>
<th>$2p_{3/2}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>55.5</td>
<td>1307.0</td>
<td>1362.5</td>
<td></td>
<td></td>
<td>80-5 r</td>
</tr>
<tr>
<td>Se</td>
<td>55.7</td>
<td>1306.7</td>
<td>1362.4</td>
<td></td>
<td></td>
<td>79-11 r</td>
</tr>
<tr>
<td>Se</td>
<td>55.5</td>
<td>1306.6*</td>
<td>1362.1*</td>
<td>1434.2 c</td>
<td>2740.8 c</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Se</td>
<td>56.3</td>
<td>1305.8</td>
<td>1362.1</td>
<td>1435.0 c</td>
<td>2740.8 c</td>
<td>74-4 r</td>
</tr>
</tbody>
</table>

\[ \begin{array}{cccc}
\text{SELENIUM} & 3d_{5/2} & L_3M_{4,5}M_{4,5} & \alpha' & 2p_{3/2} & \alpha'^{+} & Ref. \\
Se & 55.5 & 1307.0 & 1362.5 & | & | 80-5 r \\
Se & 55.7 & 1306.7 & 1362.4 & | & | 79-11 r \\
Se & 55.5 & 1306.6* & 1362.1* & 1434.2 c & 2740.8 c & 79-12 r \\
Se & 56.3 & 1305.8 & 1362.1 & 1435.0 c & 2740.8 c & 74-4 r \\
\end{array} \]
### Appendix 4 Auger and Photoelectron Energies

#### SELENIUM—cont. 3d$_{5/2}$, $L_3M_{45}M_{45}$, $\alpha'$, 3p$_{3/2}$, $L_3M_{23}M_{45}$, Ref.

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>$3p_{3/2}$</th>
<th>$L_3M_{23}M_{45}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>161.9</td>
<td>1178.2</td>
<td></td>
<td></td>
<td></td>
<td>77-18 r</td>
</tr>
<tr>
<td>USe$_{1.88}$</td>
<td>161.1</td>
<td>1180.0</td>
<td></td>
<td></td>
<td></td>
<td>77-18 r</td>
</tr>
<tr>
<td>Ph$_2$Se</td>
<td>56.0</td>
<td>1303.8</td>
<td>1359.8</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph$_2$Se$_2$</td>
<td>56.0</td>
<td>1304.1</td>
<td>1360.1</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Se$\equiv$C(NH$_2$)$_2$</td>
<td>55.0</td>
<td>1305.2</td>
<td>1360.2</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph$_2$SeI$_2$</td>
<td>58.3</td>
<td>1301.9</td>
<td>1360.2</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph$_2$SeCl$_2$</td>
<td>57.9</td>
<td>1302.7</td>
<td>1360.6</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_7$H$_8$SeCl$_3$</td>
<td>58.1</td>
<td>1302.6</td>
<td>1360.7</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SeO$_2$</td>
<td>59.0</td>
<td>1301.4</td>
<td>1360.4</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$SeO$_3$</td>
<td>59.2</td>
<td>1300.8</td>
<td>1360.0</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$SeO$_4$</td>
<td>61.2</td>
<td>1297.9</td>
<td>1358.1</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph$_2$SeO</td>
<td>57.8</td>
<td>1301.7</td>
<td>1359.5</td>
<td>80-5 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na$_2$SeO$_3$</td>
<td>58.5</td>
<td>1301.2</td>
<td>1359.7</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na$_2$Se$_2$O$_3$</td>
<td>164.9</td>
<td>1173.1</td>
<td></td>
<td>77-18 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na$_2$SeO$_4$</td>
<td>60.6</td>
<td>1298.9</td>
<td>1359.5</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MgSeO$_2$</td>
<td>59.5</td>
<td>1299.2</td>
<td>1358.7</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(NH$_4$)$_2$SeO$_4$</td>
<td>59.2</td>
<td>1300.1</td>
<td>1359.3</td>
<td>79-11 r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K$_2$SeO$_4$</td>
<td>165.9</td>
<td>1173.1</td>
<td></td>
<td>77-18 r</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*±0.5 eV. †Based upon 2p$_{3/2}$ and $L_3M_{45}M_{45}$.

#### BROMINE

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>KBr</td>
<td>68.7</td>
<td>1388.0</td>
<td>1456.7</td>
<td></td>
<td>80-16 r</td>
</tr>
<tr>
<td>LiBr</td>
<td>68.9</td>
<td>1389.2</td>
<td>1458.1</td>
<td>1548.8</td>
<td>78-8 r</td>
</tr>
<tr>
<td>NaBr</td>
<td>68.9</td>
<td>1388.3</td>
<td>1457.2</td>
<td>1549.0</td>
<td>78-8 r</td>
</tr>
<tr>
<td>C$_6$H$_3$-NMe$_3$-Br</td>
<td>67.5</td>
<td>1390.1</td>
<td>1457.5</td>
<td>1547.5</td>
<td>78-8 r</td>
</tr>
<tr>
<td>KBrO$_3$</td>
<td>74.8</td>
<td>1384.4</td>
<td>1459.2</td>
<td>1553.9</td>
<td>78-8 r</td>
</tr>
<tr>
<td>tetrabromophenol-sulphonphthalein*</td>
<td>70.5</td>
<td>1387.9</td>
<td>1458.4</td>
<td>1550.5</td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBr$_4$ (g)</td>
<td>76.7 v</td>
<td>1378.9 v</td>
<td>1455.6</td>
<td></td>
<td>70-2</td>
</tr>
<tr>
<td>CHBr$_3$ (g)</td>
<td>76.8 v</td>
<td>1378.6 v</td>
<td>1455.4</td>
<td></td>
<td>70-2</td>
</tr>
<tr>
<td>CH$_2$Br$_2$ (g)</td>
<td>76.6 v</td>
<td>1378.1 v</td>
<td>1454.7</td>
<td></td>
<td>70-2</td>
</tr>
<tr>
<td>CH$_3$Br (g)</td>
<td>76.3 v</td>
<td>1377.6 v</td>
<td>1453.9</td>
<td></td>
<td>70-2</td>
</tr>
</tbody>
</table>

#### KRYPTON

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kr (g)</td>
<td>93.8 v</td>
<td>1460.4 v</td>
<td>1554.2</td>
<td></td>
<td>73-2, 72-1</td>
</tr>
</tbody>
</table>

#### STRONTIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrF$_2$</td>
<td></td>
<td>1640.6</td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

#### YTTRIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y$_2$O$_3$</td>
<td></td>
<td>1736.5</td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

#### ZIRCONIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr ox</td>
<td>1831.0</td>
<td></td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

#### NIUMB

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>2p$_{3/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb ox</td>
<td>1919.7</td>
<td></td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

*Based upon 2p$_{3/2}$ and $L_3M_{45}M_{45}$.†
## MOLYBDENUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$\alpha'$</th>
<th>$M_{45}VV$</th>
<th>$\alpha'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mo</td>
<td>227.9</td>
<td>2038.8</td>
<td>2266.8</td>
<td>222.8</td>
<td>450.7</td>
</tr>
<tr>
<td>Mo ox</td>
<td>232.7</td>
<td>2032.2</td>
<td>2264.9</td>
<td>80-16</td>
<td></td>
</tr>
<tr>
<td>Mo $\rightarrow$ Mo ox</td>
<td>$\Delta +4.7$</td>
<td>$-6.6$</td>
<td>$-1.9$</td>
<td>80-16</td>
<td></td>
</tr>
<tr>
<td>MoSi$_2$</td>
<td>227.7</td>
<td>2039.0</td>
<td>2266.7</td>
<td>82-7 r</td>
<td></td>
</tr>
</tbody>
</table>

*The indicator, bromophenol blue.

## RUTHENIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$M_{45}VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ru</td>
<td>280.2</td>
<td>274.2</td>
<td>554.4</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Ru$<em>3$(CO)$</em>{12}$</td>
<td>280.9</td>
<td>271.8</td>
<td>552.7</td>
<td>82-5</td>
</tr>
</tbody>
</table>

## RHODIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$M_{45}VV$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rh</td>
<td>307.2</td>
<td>301.3</td>
<td>608.5</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Rh acetyladacetonate</td>
<td>310.0</td>
<td>298.8</td>
<td>608.8</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Rh(NO$_3$)$_3$·2H$_2$O</td>
<td>310.7</td>
<td>297.7</td>
<td>608.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>RhCl$_3$·3H$_2$O</td>
<td>310.0</td>
<td>298.2</td>
<td>608.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Na$_3$RhCl$_6$</td>
<td>310.0</td>
<td>297.7</td>
<td>607.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Rh$<em>6$(CO)$</em>{16}$</td>
<td>308.6</td>
<td>298.7</td>
<td>607.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Rh(NH$_3$)$_3$Cl$_3$</td>
<td>310.0</td>
<td>297.1</td>
<td>607.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(PH$_3$P)$_3$RhBr</td>
<td>309.5</td>
<td>297.5</td>
<td>607.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(PH$_3$P)$_3$RhHCO</td>
<td>309.5</td>
<td>297.4</td>
<td>606.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(PH$_3$P)$_2$RhCl</td>
<td>307.5</td>
<td>297.3</td>
<td>604.8</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

## PALLADIUM

<table>
<thead>
<tr>
<th></th>
<th>$3d_{5/2}$</th>
<th>$M_{45}N_{45}N_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd</td>
<td>335.1</td>
<td>327.8</td>
<td>662.9</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Pd</td>
<td>334.6</td>
<td>328.5</td>
<td>663.1</td>
<td>79-14 n</td>
</tr>
<tr>
<td>Pd</td>
<td>335.1</td>
<td>327.8</td>
<td>662.9</td>
<td>80-17</td>
</tr>
<tr>
<td>Mg$<em>{75}$Pd$</em>{25}$</td>
<td>336.2</td>
<td>326.4</td>
<td>662.6</td>
<td>80-17</td>
</tr>
<tr>
<td>Al$<em>{80}$Pd$</em>{20}$</td>
<td>337.4</td>
<td>325.5</td>
<td>662.9</td>
<td>80-17</td>
</tr>
<tr>
<td>Ag$<em>{50}$Pd$</em>{50}$</td>
<td>334.6</td>
<td>328.8</td>
<td>663.4</td>
<td>80-17</td>
</tr>
<tr>
<td>Ag$<em>{80}$Pd$</em>{20}$</td>
<td>334.9</td>
<td>329.8*</td>
<td>664.7</td>
<td>80-17</td>
</tr>
<tr>
<td>Ag$<em>{90}$Pd$</em>{10}$</td>
<td>334.9</td>
<td>329.7*</td>
<td>664.6</td>
<td>80-17</td>
</tr>
<tr>
<td>Pt$<em>{50}$Pd$</em>{50}$</td>
<td>334.6</td>
<td>327.5</td>
<td>662.1</td>
<td>79-14 n</td>
</tr>
<tr>
<td>Au$<em>{40}$Pd$</em>{60}$</td>
<td>334.5</td>
<td>327.5</td>
<td>662.0</td>
<td>79-14 n</td>
</tr>
<tr>
<td>Pd ox</td>
<td>336.4</td>
<td>326.3</td>
<td>662.7</td>
<td>79-14 n</td>
</tr>
<tr>
<td>PdSO$_4$</td>
<td>338.7</td>
<td>324.8</td>
<td>663.5</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Pd acetyladacetonate</td>
<td>338.1</td>
<td>324.9</td>
<td>663.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Pd(NO$_3$)$_2$</td>
<td>338.2</td>
<td>324.7</td>
<td>662.9</td>
<td>79-11 r</td>
</tr>
<tr>
<td>PdBr$_2$</td>
<td>337.7</td>
<td>324.9</td>
<td>662.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Pd(CN)$_2$</td>
<td>338.7</td>
<td>323.7</td>
<td>662.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>PdCl$_2$</td>
<td>338.0</td>
<td>325.2</td>
<td>662.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(cyC$<em>6$H$</em>{12}$)$_2$PdCl$_2$</td>
<td>338.5</td>
<td>323.8</td>
<td>662.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Pd(NH$_3$)$_4$Cl$_2$</td>
<td>338.4</td>
<td>323.8</td>
<td>662.2</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(PH$_3$P)$_2$PdCl$_2$</td>
<td>338.0</td>
<td>323.6</td>
<td>661.6</td>
<td>79-11 r</td>
</tr>
<tr>
<td>Na$_2$PdCl$_4$</td>
<td>338.0</td>
<td>323.4</td>
<td>661.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>K$_2$PdCl$_4$</td>
<td>337.9</td>
<td>323.1</td>
<td>661.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>(PH$_3$P)$_4$Pd</td>
<td>335.1</td>
<td>324.4</td>
<td>659.5</td>
<td>79-11 r</td>
</tr>
</tbody>
</table>

*The indicator, bromophenol blue.
### Silver

<table>
<thead>
<tr>
<th>Element</th>
<th>3d&lt;sub&gt;5/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>368.28&lt;sup&gt;*&lt;/sup&gt;</td>
<td>357.84&lt;sup&gt;*&lt;/sup&gt;</td>
<td>726.12&lt;sup&gt;*&lt;/sup&gt;</td>
<td>82-2&lt;sup&gt;*&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ag</td>
<td>368.1</td>
<td>357.9</td>
<td>726.0</td>
<td>79-12&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ag</td>
<td>368.2</td>
<td>358.1</td>
<td>726.3</td>
<td>77-9&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ag</td>
<td>368.3</td>
<td>358.0</td>
<td>726.3</td>
<td>77-10</td>
</tr>
<tr>
<td>Ag</td>
<td>368.3</td>
<td>358.0</td>
<td>726.3</td>
<td>73-1</td>
</tr>
<tr>
<td>Ag</td>
<td>368.4</td>
<td>357.5&lt;sup&gt;*&lt;/sup&gt;</td>
<td>725.9</td>
<td>78-5</td>
</tr>
<tr>
<td>Ag</td>
<td>368.2</td>
<td>357.6&lt;sup&gt;*&lt;/sup&gt;</td>
<td>725.8</td>
<td>77-10</td>
</tr>
<tr>
<td>Ag</td>
<td>368.2</td>
<td>357.9</td>
<td>726.1</td>
<td>79-9</td>
</tr>
<tr>
<td>Ag</td>
<td>357.8</td>
<td></td>
<td></td>
<td>78-3&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ag</td>
<td>359.3</td>
<td></td>
<td></td>
<td>71-1</td>
</tr>
<tr>
<td>Ag</td>
<td>353.7&lt;sup&gt;v&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>76-10</td>
</tr>
</tbody>
</table>

**Mg<sub>2</sub>Ag<sub>79**

<table>
<thead>
<tr>
<th>Element</th>
<th>3d&lt;sub&gt;5/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>368.7</td>
<td>357.5&lt;sup&gt;*&lt;/sup&gt;</td>
<td>726.4</td>
<td>80-18</td>
</tr>
<tr>
<td>Mg&lt;sub&gt;30&lt;/sub&gt;Ag&lt;sub&gt;80&lt;/sub&gt;</td>
<td>368.8</td>
<td>357.7</td>
<td>726.6</td>
<td>80-18</td>
</tr>
<tr>
<td>Mg&lt;sub&gt;97&lt;/sub&gt;Ag&lt;sub&gt;3&lt;/sub&gt;</td>
<td>369.0</td>
<td>357.5&lt;sup&gt;*&lt;/sup&gt;</td>
<td>726.5</td>
<td>80-18</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;S</td>
<td>368.2</td>
<td>356.8&lt;sup&gt;*&lt;/sup&gt;</td>
<td>725.0</td>
<td>78-5</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;S</td>
<td>369.9</td>
<td>356.6</td>
<td>724.5</td>
<td>78-5</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;Se</td>
<td>367.9</td>
<td>357.0&lt;sup&gt;*&lt;/sup&gt;</td>
<td>724.9</td>
<td>78-5</td>
</tr>
<tr>
<td>AgCu&lt;sub&gt;2&lt;/sub&gt;Se</td>
<td>367.9</td>
<td>356.9&lt;sup&gt;*&lt;/sup&gt;</td>
<td>724.8</td>
<td>78-5</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>367.8</td>
<td>356.7&lt;sup&gt;*&lt;/sup&gt;</td>
<td>724.5</td>
<td>73-1</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>367.9</td>
<td>356.6</td>
<td>724.5</td>
<td>77-10</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>357.2</td>
<td>724.8</td>
<td>73-1</td>
<td></td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>367.4</td>
<td>356.6&lt;sup&gt;*&lt;/sup&gt;</td>
<td>724.0</td>
<td>77-10</td>
</tr>
<tr>
<td>AgI</td>
<td>368.0</td>
<td>356.1&lt;sup&gt;*&lt;/sup&gt;</td>
<td>724.1</td>
<td>77-10</td>
</tr>
<tr>
<td>AgOOCCF&lt;sub&gt;3&lt;/sub&gt;</td>
<td>368.8</td>
<td>355.1</td>
<td>723.9</td>
<td>75-7&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Ag<sub>2</sub>SO<sub>4</sub>**

<table>
<thead>
<tr>
<th>Element</th>
<th>3d&lt;sub&gt;5/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>368.3</td>
<td>354.2</td>
<td>722.5</td>
<td>75-7&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>367.9</td>
<td>355.1&lt;sup&gt;*&lt;/sup&gt;</td>
<td>723.0</td>
<td>77-10</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>367.3</td>
<td>355.3&lt;sup&gt;*&lt;/sup&gt;</td>
<td>722.5</td>
<td>80-20</td>
</tr>
<tr>
<td>AgF</td>
<td>367.7</td>
<td>355.3&lt;sup&gt;*&lt;/sup&gt;</td>
<td>723.0</td>
<td>77-10</td>
</tr>
<tr>
<td>AgF&lt;sub&gt;2&lt;/sub&gt;</td>
<td>367.3</td>
<td>355.6&lt;sup&gt;*&lt;/sup&gt;</td>
<td>722.9</td>
<td>77-10</td>
</tr>
<tr>
<td>Ag&lt;sub&gt;(g)&lt;/sub&gt;</td>
<td>341.8&lt;sup&gt;*&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>80-14</td>
</tr>
</tbody>
</table>

*6.0 eV added to value for M<sub>4</sub>N<sub>45</sub>N<sub>45</sub> to give value for M<sub>4</sub>N<sub>45</sub>.*

### Cadmium

<table>
<thead>
<tr>
<th>Element</th>
<th>3d&lt;sub&gt;5/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;N&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd</td>
<td>405.0</td>
<td>383.6</td>
<td>788.6</td>
<td>79-12&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cd</td>
<td>405.0</td>
<td>383.7</td>
<td>788.6</td>
<td>75-7&lt;sup&gt;r&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cd</td>
<td>405.0</td>
<td>384.0&lt;sup&gt;*&lt;/sup&gt;</td>
<td>789.0</td>
<td>77-10</td>
</tr>
<tr>
<td>Cd</td>
<td>405.3</td>
<td>383.5&lt;sup&gt;*&lt;/sup&gt;</td>
<td>788.8</td>
<td>79-9</td>
</tr>
</tbody>
</table>
## Practical Surface Analysis

### CADMIUM—cont.

<table>
<thead>
<tr>
<th>CADMIUM</th>
<th>3d_{5/2}</th>
<th>M_{4}N_{45}N_{45}</th>
<th>α</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd</td>
<td>385.6</td>
<td></td>
<td></td>
<td>71-1</td>
</tr>
<tr>
<td>Cd</td>
<td>380.5 v*</td>
<td></td>
<td></td>
<td>77-20</td>
</tr>
<tr>
<td>Cd</td>
<td>380.4 v</td>
<td></td>
<td></td>
<td>77-24</td>
</tr>
<tr>
<td>Cd</td>
<td>380.1 v</td>
<td></td>
<td></td>
<td>76-9</td>
</tr>
<tr>
<td>CdSe_{0.65}Te_{0.35}</td>
<td>404.9</td>
<td>382.2</td>
<td>787.1</td>
<td>82-10 r</td>
</tr>
<tr>
<td>CdTe</td>
<td>405.2</td>
<td>382.4</td>
<td>787.6</td>
<td>82-10 r</td>
</tr>
<tr>
<td>CdTe</td>
<td>405.0</td>
<td>382.6*</td>
<td>787.6</td>
<td>77-10</td>
</tr>
<tr>
<td>CdSe</td>
<td>405.3</td>
<td>381.5*</td>
<td>786.8</td>
<td>77-10</td>
</tr>
<tr>
<td>CdSe</td>
<td>405.0</td>
<td>381.7</td>
<td>786.7</td>
<td>82-10 r</td>
</tr>
<tr>
<td>CdS</td>
<td>405.3</td>
<td>381.3*</td>
<td>786.6</td>
<td>77-10</td>
</tr>
<tr>
<td>CdI_{2}</td>
<td>405.4</td>
<td>381.2*</td>
<td>786.6</td>
<td>77-10</td>
</tr>
<tr>
<td>CdO</td>
<td>404.2</td>
<td>382.4*</td>
<td>786.6</td>
<td>77-10</td>
</tr>
<tr>
<td>Cd(OH)_{2}</td>
<td>405.1</td>
<td>380.0</td>
<td>785.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>CdF_{2}</td>
<td>405.8</td>
<td>378.8</td>
<td>784.6</td>
<td>75-7 r</td>
</tr>
<tr>
<td>CdF_{2}</td>
<td>405.9</td>
<td>379.0</td>
<td>784.9</td>
<td>77-10</td>
</tr>
<tr>
<td>Cd → Cd (g)</td>
<td>Δ +2.95</td>
<td>-11.8</td>
<td>-8.85</td>
<td>79-7</td>
</tr>
<tr>
<td>Cd (g)</td>
<td>368.2 v</td>
<td></td>
<td></td>
<td>77-24</td>
</tr>
<tr>
<td>Cd (g)</td>
<td>368.3 v*</td>
<td></td>
<td></td>
<td>77-20</td>
</tr>
<tr>
<td>Cd (g)</td>
<td>367.9 v</td>
<td></td>
<td></td>
<td>74-1</td>
</tr>
</tbody>
</table>

*6.8 eV added to value for M_{5}N_{45}N_{45} to give value for M_{4}N_{45}N_{45}.

### INDIUM

<table>
<thead>
<tr>
<th>INDIUM</th>
<th>3d_{5/2}</th>
<th>M_{4}N_{45}N_{45}</th>
<th>α</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>In</td>
<td>443.84</td>
<td>410.41</td>
<td>854.25</td>
<td>79-8</td>
</tr>
<tr>
<td>In</td>
<td>443.8</td>
<td>410.4</td>
<td>854.2</td>
<td>79-12 r</td>
</tr>
<tr>
<td>In</td>
<td>444.0</td>
<td>410.5</td>
<td>854.5</td>
<td>77-14 r</td>
</tr>
<tr>
<td>In</td>
<td>444.3</td>
<td>410.1</td>
<td>854.4</td>
<td>75-7 r</td>
</tr>
<tr>
<td>In</td>
<td>444.0</td>
<td>410.2</td>
<td>854.2</td>
<td>79-9</td>
</tr>
<tr>
<td>In</td>
<td>443.6</td>
<td>410.5</td>
<td>854.1</td>
<td>80-11 n</td>
</tr>
<tr>
<td>In</td>
<td>443.4</td>
<td>411.5</td>
<td>854.9</td>
<td>79-16 n</td>
</tr>
<tr>
<td>In</td>
<td>443.4</td>
<td>411.1</td>
<td></td>
<td>71-1</td>
</tr>
<tr>
<td>InTe</td>
<td>444.3</td>
<td>409.2</td>
<td>853.5</td>
<td>79-11 r</td>
</tr>
<tr>
<td>In_{2}Te_{3}</td>
<td>444.5</td>
<td>408.9</td>
<td>853.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>InSe</td>
<td>445.0</td>
<td>408.0</td>
<td>853.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>In_{2}Se_{3}</td>
<td>444.8</td>
<td>408.3</td>
<td>853.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>InS</td>
<td>444.5</td>
<td>408.3</td>
<td>852.8</td>
<td>79-11 r</td>
</tr>
<tr>
<td>In_{2}S_{3}</td>
<td>444.7</td>
<td>407.3</td>
<td>852.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>In_{2}S_{3}</td>
<td>444.3</td>
<td>408.0</td>
<td>852.3</td>
<td>79-16 n</td>
</tr>
<tr>
<td>In_{2}S_{3}</td>
<td>444.4</td>
<td>408.9</td>
<td>853.3</td>
<td>80-11 n</td>
</tr>
<tr>
<td>InP</td>
<td>444.0</td>
<td>410.0</td>
<td>854.0</td>
<td>80-11 n</td>
</tr>
<tr>
<td>In → In ox</td>
<td>Δ +1.2</td>
<td>-3.6</td>
<td>-2.4</td>
<td>75-7</td>
</tr>
<tr>
<td>In_{2}O</td>
<td>444.3</td>
<td>406.8</td>
<td>851.1</td>
<td>77-21 r</td>
</tr>
<tr>
<td>In_{2}O</td>
<td>444.0</td>
<td>406.6</td>
<td>850.6</td>
<td>80-11 n</td>
</tr>
<tr>
<td>INDIUM—cont.</td>
<td>$3d_{5/2}$</td>
<td>$M_{4}N_{45}N_{45}$</td>
<td>$\alpha'$</td>
<td>Ref.</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>-------------------</td>
<td>----------</td>
<td>-----</td>
</tr>
<tr>
<td>In$_2$O$_3$</td>
<td>444.3</td>
<td>406.4</td>
<td>850.7</td>
<td>77-21 r</td>
</tr>
<tr>
<td>In$_2$O$_3$</td>
<td>444.9</td>
<td>406.3</td>
<td>851.2</td>
<td>77-14 r</td>
</tr>
<tr>
<td>In$_3$O$_3$</td>
<td>444.9</td>
<td>407.2</td>
<td>852.1</td>
<td>80-11 n</td>
</tr>
<tr>
<td>In$_2$O$_3$</td>
<td>443.7</td>
<td>407.2</td>
<td>850.9</td>
<td>79-16 n</td>
</tr>
<tr>
<td>In(OH)$_3$</td>
<td>445.0</td>
<td>405.0</td>
<td>850.0</td>
<td>79-11 r</td>
</tr>
<tr>
<td>In(OH)$_3$</td>
<td>445.8</td>
<td>404.8</td>
<td>850.6</td>
<td>80-11 n</td>
</tr>
<tr>
<td>In(OH)$_3$</td>
<td>444.6</td>
<td>405.4</td>
<td>850.0</td>
<td>79-16 n</td>
</tr>
<tr>
<td>In$_3$</td>
<td>445.8</td>
<td>405.8</td>
<td>851.6</td>
<td>77-21 r</td>
</tr>
<tr>
<td>In$_3$ (red)</td>
<td>445.3</td>
<td>406.5</td>
<td>851.8</td>
<td>79-16 n</td>
</tr>
<tr>
<td>In$_3$ (yellow)</td>
<td>445.7</td>
<td>405.8</td>
<td>851.5</td>
<td>79-16 n</td>
</tr>
<tr>
<td>InBr$_3$</td>
<td>446.0</td>
<td>404.8</td>
<td>850.8</td>
<td>77-21 r</td>
</tr>
<tr>
<td>InBr$_3$</td>
<td>445.7</td>
<td>405.2</td>
<td>850.9</td>
<td>79-16 n</td>
</tr>
<tr>
<td>InCl</td>
<td>444.8</td>
<td>405.7</td>
<td>850.5</td>
<td>77-21 r</td>
</tr>
<tr>
<td>InCl$_3$</td>
<td>446.0</td>
<td>404.6</td>
<td>850.6</td>
<td>77-21 r</td>
</tr>
<tr>
<td>InCl$_3$</td>
<td>445.8</td>
<td>403.8</td>
<td>849.6</td>
<td>80-11 n</td>
</tr>
<tr>
<td>InCl$_3$</td>
<td>445.7</td>
<td>404.8</td>
<td>850.5</td>
<td>79-16 n</td>
</tr>
<tr>
<td>InF$_3$</td>
<td>446.2</td>
<td>403.7</td>
<td>849.9</td>
<td>75-7 r</td>
</tr>
<tr>
<td>InF$_3$</td>
<td>445.9</td>
<td>403.7</td>
<td>849.6</td>
<td>79-16 n</td>
</tr>
<tr>
<td>(NH$_4$)$_3$InF$_6$</td>
<td>445.6</td>
<td>404.1</td>
<td>849.7</td>
<td>77-21 r</td>
</tr>
<tr>
<td>(NH$_4$)$_3$InF$_6$</td>
<td>445.3</td>
<td>404.0</td>
<td>849.3</td>
<td>79-16 n</td>
</tr>
<tr>
<td>InCl$_3$ (g)</td>
<td>394.1 v</td>
<td></td>
<td></td>
<td>80-2</td>
</tr>
<tr>
<td>InCl$_3$ (g)</td>
<td>393.95 v</td>
<td></td>
<td></td>
<td>80-2</td>
</tr>
<tr>
<td>In (g)</td>
<td>393.25 v</td>
<td></td>
<td></td>
<td>80-2</td>
</tr>
</tbody>
</table>

*7.6 eV added to value for $M_{4}N_{45}N_{45}$ to give value for $M_{4}N_{45}N_{45}$

<table>
<thead>
<tr>
<th>TIN</th>
<th>$3d_{5/2}$</th>
<th>$M_{4}N_{45}N_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn</td>
<td>484.87</td>
<td>437.27</td>
<td>922.14</td>
<td>79-8</td>
</tr>
<tr>
<td>Sn</td>
<td>484.85</td>
<td>437.6</td>
<td>922.45</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Sn</td>
<td>485.0</td>
<td>437.4</td>
<td>922.4</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Sn</td>
<td>484.9</td>
<td>437.5</td>
<td>922.4</td>
<td>77-14 r</td>
</tr>
<tr>
<td>Sn</td>
<td>484.8</td>
<td>437.4*</td>
<td>922.2</td>
<td>79-9</td>
</tr>
<tr>
<td>Sn</td>
<td>434.0 v</td>
<td></td>
<td></td>
<td>79-5</td>
</tr>
<tr>
<td>SnS</td>
<td>485.6</td>
<td>435.7</td>
<td>921.3</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Sn → Sn ox</td>
<td>Δ + 1.5</td>
<td>-4.7</td>
<td>-3.2</td>
<td>75-7</td>
</tr>
<tr>
<td>Sn → Sn ox</td>
<td>Δ</td>
<td>-4.1</td>
<td></td>
<td>79-5</td>
</tr>
<tr>
<td>SnO</td>
<td>486.8</td>
<td>432.15</td>
<td>918.95</td>
<td>82-5</td>
</tr>
<tr>
<td>SnO</td>
<td>486.7</td>
<td>432.0</td>
<td>918.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>SnO$_2$</td>
<td>487.3</td>
<td>431.8</td>
<td>919.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>SnO$_2$</td>
<td>486.6</td>
<td>432.4</td>
<td>919.0</td>
<td>82-5</td>
</tr>
<tr>
<td>SnO$_2$</td>
<td>486.6</td>
<td>432.6</td>
<td>919.2</td>
<td>77-14 r</td>
</tr>
</tbody>
</table>
### Tin—cont.

<table>
<thead>
<tr>
<th></th>
<th>3d_{5/2}</th>
<th>( M_4 N_{45} N_{45} )</th>
<th>( \alpha' )</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Na}_2\text{SnO}_3 )</td>
<td>486.7</td>
<td>431.7</td>
<td>918.4</td>
<td>75-7 r</td>
</tr>
<tr>
<td>( (\text{R}_3\text{Sn})_2\text{O} )</td>
<td>485.9</td>
<td>432.4</td>
<td>918.3</td>
<td>79-11 r</td>
</tr>
<tr>
<td>( \text{NaSnF}_3 )</td>
<td>487.4</td>
<td>430.8</td>
<td>918.2</td>
<td>75-7 r</td>
</tr>
<tr>
<td>( \text{SnCl}_2 )</td>
<td></td>
<td>420.24 v</td>
<td></td>
<td>79-8</td>
</tr>
</tbody>
</table>

*8.5 eV added to value for \( M_5 N_{45} N_{45} \) to give value for \( M_4 N_{45} N_{45} \).*

### Antimony

<table>
<thead>
<tr>
<th></th>
<th>3d_{5/2}</th>
<th>( M_4 N_{45} N_{45} )</th>
<th>( \alpha' )</th>
<th>4d</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sb</td>
<td>528.02</td>
<td>464.29</td>
<td>992.31</td>
<td>31.94</td>
<td>79-8</td>
</tr>
<tr>
<td>Sb</td>
<td>528.25</td>
<td>463.9</td>
<td>992.15</td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>Sb</td>
<td>528.2</td>
<td>464.2</td>
<td>992.4</td>
<td></td>
<td>75-7 r</td>
</tr>
<tr>
<td>Sb</td>
<td></td>
<td>465.7</td>
<td></td>
<td></td>
<td>71-1</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Cs}_3\text{Sb} )</td>
<td></td>
<td>991.5</td>
<td></td>
<td></td>
<td>80-3</td>
</tr>
<tr>
<td>( \text{K}_3\text{Sb} )</td>
<td></td>
<td>990.7</td>
<td></td>
<td></td>
<td>80-3</td>
</tr>
<tr>
<td>( \text{Na}_2\text{KSB} )</td>
<td></td>
<td>990.6</td>
<td></td>
<td></td>
<td>80-3</td>
</tr>
<tr>
<td>( \text{Na}_3\text{Sb} )</td>
<td></td>
<td>990.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Sb}_2\text{S}_3 )</td>
<td>529.5</td>
<td>462.1</td>
<td>991.6</td>
<td></td>
<td>75-7 r</td>
</tr>
<tr>
<td>( \text{Sb}_2\text{S}_5 )</td>
<td>529.3</td>
<td>462.2</td>
<td>991.5</td>
<td></td>
<td>75-7 r</td>
</tr>
<tr>
<td>( \text{Sb}_2\text{O}_3 )</td>
<td>530.0</td>
<td>459.7</td>
<td>989.7</td>
<td></td>
<td>75-7 r</td>
</tr>
<tr>
<td>( \text{KSbF}_6 )</td>
<td>532.9</td>
<td>454.4</td>
<td>987.3</td>
<td></td>
<td>78-9, 79-2</td>
</tr>
<tr>
<td>( \text{Sb}_4 ) (g)</td>
<td></td>
<td>452.95 v</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Tellurium

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Te</td>
<td>572.85</td>
<td>492.13</td>
<td>1064.98</td>
<td>40.26</td>
<td>79-8</td>
</tr>
<tr>
<td>Te</td>
<td>572.9</td>
<td>492.2</td>
<td>1065.1</td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>Te</td>
<td>573.1</td>
<td>491.8</td>
<td>1064.9</td>
<td>40.5</td>
<td>77-4</td>
</tr>
<tr>
<td>Te</td>
<td></td>
<td>492.2</td>
<td></td>
<td></td>
<td>71-1</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Te} \to \text{Te} \text{ox} )</td>
<td>( \Delta + 3.7 )</td>
<td>-5.2</td>
<td>-1.5</td>
<td></td>
<td>75-7</td>
</tr>
<tr>
<td>( \text{CdTe} )</td>
<td>572.7</td>
<td>490.8</td>
<td>1063.5</td>
<td></td>
<td>82-10 r</td>
</tr>
<tr>
<td>( \text{CdSe}<em>{0.65}\text{Te}</em>{0.35} )</td>
<td>572.6</td>
<td>491.1</td>
<td>1063.7</td>
<td></td>
<td>82-10 r</td>
</tr>
<tr>
<td>( \text{TeO}_2 )</td>
<td>576.1</td>
<td>487.1</td>
<td>1063.2</td>
<td>43.4</td>
<td>77-5</td>
</tr>
<tr>
<td>( \text{TeO}_3 )</td>
<td>577.3</td>
<td>485.5</td>
<td>1062.8</td>
<td>44.6</td>
<td>77-5</td>
</tr>
<tr>
<td>( \text{Te(OH)}_6 )</td>
<td>577.1</td>
<td>485.1</td>
<td>1062.2</td>
<td>45.0</td>
<td>77-5 r</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Ph}_2\text{Te}_2 )</td>
<td>573.9</td>
<td>488.5</td>
<td>1062.4</td>
<td>42.8</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{PhTeI}_3 )</td>
<td>575.8</td>
<td>488.2</td>
<td>1064.0</td>
<td>44.8</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{Ph}_2\text{TeI}_2 )</td>
<td>575.4</td>
<td>487.8</td>
<td>1063.2</td>
<td>44.4</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{Et}_2\text{TeI}_2 )</td>
<td>575.3</td>
<td>487.6</td>
<td>1062.9</td>
<td>44.2</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{Me}_2\text{TeI}_2 )</td>
<td>575.6</td>
<td>487.6</td>
<td>1063.2</td>
<td>42.8</td>
<td>77-5 r</td>
</tr>
</tbody>
</table>

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{TeBr}_4 )</td>
<td>576.7</td>
<td>487.3</td>
<td>1064.0</td>
<td>44.0</td>
<td>77-5</td>
</tr>
<tr>
<td>( \text{PhTeBr}_3 )</td>
<td>576.6</td>
<td>486.8</td>
<td>1063.4</td>
<td>43.9</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{Ph}_2\text{TeBr}_2 )</td>
<td>576.2</td>
<td>486.7</td>
<td>1062.9</td>
<td>43.5</td>
<td>77-5 r</td>
</tr>
<tr>
<td>( \text{C}_6\text{H}_4\text{TeBr}_3 )</td>
<td>576.3</td>
<td>487.0</td>
<td>1063.3</td>
<td>43.7</td>
<td>77-5 r</td>
</tr>
<tr>
<td>TELLURIUM—cont.</td>
<td>3d_{5/2}</td>
<td>M_{4}N_{45}N_{45}</td>
<td>α'</td>
<td>4d</td>
<td>Ref.</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----</td>
<td>----</td>
<td>------</td>
</tr>
<tr>
<td>BuTeBr_{3}</td>
<td>576.6</td>
<td>486.5</td>
<td>1063.1</td>
<td>43.9</td>
<td>77-5 r</td>
</tr>
<tr>
<td>MePhTeBr_{2}</td>
<td>576.0</td>
<td>486.6</td>
<td>1062.6</td>
<td>43.2</td>
<td>77-5 r</td>
</tr>
<tr>
<td>TeCl_{4}</td>
<td>576.9</td>
<td>486.1</td>
<td>1063.0</td>
<td>44.3</td>
<td>77-5</td>
</tr>
<tr>
<td>p-MeOC_{6}H_{4}TeCl_{3}</td>
<td>576.7</td>
<td>485.9</td>
<td>1062.6</td>
<td>44.4</td>
<td>77-5 r</td>
</tr>
<tr>
<td>Ph_{2}TeCl_{2}</td>
<td>576.2</td>
<td>486.3</td>
<td>1062.5</td>
<td>43.8</td>
<td>77-5 r</td>
</tr>
<tr>
<td>(NH_{4})<em>{2}TeCl</em>{6}</td>
<td>576.9</td>
<td>486.4</td>
<td>1063.3</td>
<td>45.3</td>
<td>77-5 r</td>
</tr>
<tr>
<td>Te(thiourea)<em>{2}Cl</em>{2}</td>
<td>574.7</td>
<td>488.3</td>
<td>1063.0</td>
<td>42.0</td>
<td>77-5 r</td>
</tr>
<tr>
<td>p-MeC_{6}H_{4}TeOOH</td>
<td>576.1</td>
<td>486.6</td>
<td>1062.7</td>
<td>43.7</td>
<td>77-5 r</td>
</tr>
<tr>
<td>Na_{2}TeO_{4}</td>
<td>576.8</td>
<td>485.5</td>
<td>1062.3</td>
<td></td>
<td>75-7 r</td>
</tr>
<tr>
<td>Te_{2} (g)</td>
<td>479.20</td>
<td>v</td>
<td></td>
<td></td>
<td>79-2, 79-8</td>
</tr>
</tbody>
</table>

*All 77-5 references with 'r' are assumed to be referenced to adventitious carbon C 1s, necessitating a correction.

<table>
<thead>
<tr>
<th>IODINE</th>
<th>3d_{5/2}</th>
<th>M_{4}N_{45}N_{45}</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiI</td>
<td>619.7</td>
<td>517.0</td>
<td>1136.7</td>
<td>79-12 r</td>
</tr>
<tr>
<td>NaI</td>
<td>618.9</td>
<td>517.2</td>
<td>1136.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>KI</td>
<td>618.7</td>
<td>517.0</td>
<td>1135.7</td>
<td>79-11 r</td>
</tr>
<tr>
<td>NiI_{2}</td>
<td>619.0</td>
<td>518.8*</td>
<td>1137.8</td>
<td>77-10</td>
</tr>
<tr>
<td>CuI</td>
<td>619.0</td>
<td>518.6*</td>
<td>1137.6</td>
<td>77-10</td>
</tr>
<tr>
<td>ZnI_{2}</td>
<td>619.8</td>
<td>517.5*</td>
<td>1137.3</td>
<td>77-10</td>
</tr>
<tr>
<td>AgI</td>
<td>619.4</td>
<td>518.3*</td>
<td>1137.7</td>
<td>77-10</td>
</tr>
<tr>
<td>CdI_{2}</td>
<td>619.2</td>
<td>518.5*</td>
<td>1137.7</td>
<td>77-10</td>
</tr>
<tr>
<td>InI_{3}</td>
<td>619.9</td>
<td>517.2</td>
<td>1137.1</td>
<td>79-11 r</td>
</tr>
<tr>
<td>KIO_{4}</td>
<td>624.1</td>
<td>513.3</td>
<td>1137.4</td>
<td>79-11 r</td>
</tr>
<tr>
<td>I_{2} (g) → I (g)</td>
<td></td>
<td>Δ -3.25</td>
<td></td>
<td>79-10</td>
</tr>
</tbody>
</table>

*11.5 eV added to the value for M_{5}N_{45}N_{45} to provide value for M_{4}N_{45}N_{45}.

<table>
<thead>
<tr>
<th>XENON</th>
<th>3d_{5/2}</th>
<th>M_{4}N_{45}N_{45}</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xe (implanted in graphite)</td>
<td>669.65</td>
<td>545.2</td>
<td>1214.85</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Xe (implanted in diamond)</td>
<td>668.9</td>
<td>545.4*</td>
<td>1214.3</td>
<td>80-7 n</td>
</tr>
<tr>
<td>Xe (implanted in Fe)</td>
<td>670.2</td>
<td>544.8</td>
<td>1215.0</td>
<td>75-7 r</td>
</tr>
<tr>
<td>Xe (adsorbed on Pt)</td>
<td>669.5</td>
<td>544.2</td>
<td>1213.7</td>
<td>74-5 n</td>
</tr>
<tr>
<td>Xe (g) → Xe (adsorbed on Mo)</td>
<td>Δ -1.2</td>
<td>+6.3</td>
<td>+5.1</td>
<td>82-9</td>
</tr>
<tr>
<td>Xe (g) → Xe (adsorbed on MoO_{2})</td>
<td>Δ -3.5</td>
<td>+7.1</td>
<td>+3.6</td>
<td>82-9</td>
</tr>
<tr>
<td>Na_{4}XeO_{6}</td>
<td>674.1</td>
<td>541.4</td>
<td>1215.5</td>
<td>77-21</td>
</tr>
<tr>
<td>Na_{4}XeO_{6}</td>
<td></td>
<td></td>
<td>1216.3*</td>
<td>75-4</td>
</tr>
<tr>
<td>Xe (g)</td>
<td>676.4 v</td>
<td>532.7 v</td>
<td>1209.1</td>
<td>69-1, 72-1</td>
</tr>
<tr>
<td>Xe (g)</td>
<td></td>
<td>532.8 v</td>
<td></td>
<td>73-9</td>
</tr>
</tbody>
</table>

*12.7 eV added to M_{5}N_{45}N_{45} value to give value for M_{4}N_{45}N_{45}.

<table>
<thead>
<tr>
<th>CESIUM</th>
<th>3d_{5/2}</th>
<th>M_{4}N_{45}N_{45}</th>
<th>α'</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs</td>
<td>1296.6</td>
<td></td>
<td></td>
<td>80-3</td>
</tr>
<tr>
<td>Cs</td>
<td>1297.1</td>
<td></td>
<td></td>
<td>80-19</td>
</tr>
<tr>
<td>Cs_{3}Sb</td>
<td>1296.1</td>
<td></td>
<td></td>
<td>80-3</td>
</tr>
</tbody>
</table>
### Cesium—cont.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$3d_{5/2}$</th>
<th>$M_4N_{45}N_{45}$</th>
<th>$\alpha'$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CsI</td>
<td></td>
<td></td>
<td>1294.0</td>
<td>80-3</td>
</tr>
<tr>
<td>Cs$_2$O$_4$</td>
<td></td>
<td></td>
<td>1293.1</td>
<td>80-19</td>
</tr>
<tr>
<td>CsCl</td>
<td>724.9</td>
<td>568.7</td>
<td>1293.6</td>
<td>82-5</td>
</tr>
<tr>
<td>CsOH</td>
<td>724.15</td>
<td>568.7</td>
<td>1292.85</td>
<td>79-12 r</td>
</tr>
<tr>
<td>Cs$_2$SO$_4$</td>
<td>723.9</td>
<td>568.4</td>
<td>1292.3</td>
<td>77-21 r</td>
</tr>
</tbody>
</table>

### Barium

<table>
<thead>
<tr>
<th>Compound</th>
<th>$4f_{7/2}$</th>
<th>$M_5N_{67}N_{67}$</th>
<th>$\alpha'$</th>
<th>$M_4N_{67}N_{67}$</th>
<th>$3d_{5/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba</td>
<td>779.3*</td>
<td>602.0*</td>
<td>1381.3</td>
<td></td>
<td></td>
<td>80-12 r</td>
</tr>
<tr>
<td>Ba ox</td>
<td>779.1</td>
<td>598.4</td>
<td>1377.5</td>
<td></td>
<td></td>
<td>80-12 r</td>
</tr>
<tr>
<td>Ba $\rightarrow$ Ba ox</td>
<td>$\Delta$ -0.2</td>
<td>-3.6</td>
<td>-3.8</td>
<td></td>
<td></td>
<td>80-12</td>
</tr>
<tr>
<td>BaO</td>
<td>779.85</td>
<td>597.5</td>
<td>1377.35</td>
<td></td>
<td></td>
<td>79-12 r</td>
</tr>
<tr>
<td>BaSO$_4$</td>
<td>780.8</td>
<td>596.1</td>
<td>1376.9</td>
<td></td>
<td></td>
<td>77-12 r</td>
</tr>
<tr>
<td>Ba erucate</td>
<td>780.2</td>
<td>596.2</td>
<td>1376.4</td>
<td></td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>Ba cyclohexanecarbonyl</td>
<td>780.1</td>
<td>596.1</td>
<td>1376.2</td>
<td></td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>Ba chloranilate</td>
<td>779.6</td>
<td>596.7</td>
<td>1376.3</td>
<td></td>
<td></td>
<td>82-5</td>
</tr>
<tr>
<td>BaF$_2$</td>
<td>779.7</td>
<td>597.2</td>
<td>1376.9</td>
<td></td>
<td></td>
<td>82-5</td>
</tr>
</tbody>
</table>

*These data are assumed to supersede those in 80-13.

### Tantalum

<table>
<thead>
<tr>
<th>Compound</th>
<th>$4f_{7/2}$</th>
<th>$M_5N_{67}N_{67}$</th>
<th>$\alpha'$</th>
<th>$M_4N_{67}N_{67}$</th>
<th>$3d_{5/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ta</td>
<td>21.9</td>
<td>1674.65</td>
<td>1696.55</td>
<td></td>
<td></td>
<td>80-16 r</td>
</tr>
</tbody>
</table>

### Tungsten

<table>
<thead>
<tr>
<th>Compound</th>
<th>$4f_{7/2}$</th>
<th>$M_5N_{67}N_{67}$</th>
<th>$\alpha'$</th>
<th>$M_4N_{67}N_{67}$</th>
<th>$3d_{5/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WC</td>
<td>32.5</td>
<td>1729.1</td>
<td>1761.6</td>
<td>1791.5</td>
<td>1807.7</td>
<td>78-8 r</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>33.0</td>
<td>1728.5</td>
<td>1761.5</td>
<td>1790.8</td>
<td>1807.7</td>
<td>78-8 r</td>
</tr>
<tr>
<td>NiWS$_2$</td>
<td>32.8</td>
<td>1728.7</td>
<td>1761.5</td>
<td>1791.1</td>
<td>1807.7</td>
<td>78-8 r</td>
</tr>
<tr>
<td>K$_4$W(CN)$_8$(C$_5$H$_5$)$_2$WCl$_2$</td>
<td>32.8</td>
<td>1725.6</td>
<td>1758.4</td>
<td>1787.9</td>
<td>1808.5</td>
<td>78-8 r</td>
</tr>
<tr>
<td>WO$_3$</td>
<td>36.1</td>
<td>1723.8</td>
<td>1759.9</td>
<td>1786.3</td>
<td>1810.6</td>
<td>78-8 r</td>
</tr>
<tr>
<td>H$_2$WO$_4$</td>
<td>36.1</td>
<td>1723.9</td>
<td>1760.0</td>
<td>1786.3</td>
<td>1810.5</td>
<td>78-8 r</td>
</tr>
<tr>
<td>W(OPh)$_6$</td>
<td>37.3</td>
<td>1723.8</td>
<td>1761.1</td>
<td>1786.2</td>
<td>1811.3</td>
<td>78-8 r</td>
</tr>
<tr>
<td>CoWO$_4$</td>
<td>36.0</td>
<td>1725.0</td>
<td>1761.0</td>
<td>1787.2</td>
<td>1810.7</td>
<td>78-8 r</td>
</tr>
<tr>
<td>CuWO$_4$</td>
<td>36.1</td>
<td>1725.3</td>
<td>1761.4</td>
<td>1786.9</td>
<td>1810.7</td>
<td>78-8 r</td>
</tr>
<tr>
<td>NiWO$_4$</td>
<td>36.0</td>
<td>1724.3</td>
<td>1760.3</td>
<td>1786.6</td>
<td>1811.2</td>
<td>78-8 r</td>
</tr>
<tr>
<td>Fe$_2$(WO$_4$)$_3$</td>
<td>36.3</td>
<td>1723.8</td>
<td>1760.1</td>
<td>1786.3</td>
<td>1810.8</td>
<td>78-8 r</td>
</tr>
<tr>
<td>Na$_3$WO$_4$·2H$_2$O</td>
<td>36.4</td>
<td>1722.8</td>
<td>1759.2</td>
<td>1785.3</td>
<td>1810.4</td>
<td>78-8 r</td>
</tr>
<tr>
<td>Li$_2$WO$_4$</td>
<td>35.7</td>
<td>1722.8</td>
<td>1758.5</td>
<td>1785.1</td>
<td>1810.6</td>
<td>78-8 r</td>
</tr>
</tbody>
</table>

### Osmium

<table>
<thead>
<tr>
<th>Compound</th>
<th>$4f_{7/2}$</th>
<th>$M_5N_{67}N_{67}$</th>
<th>$\alpha'$</th>
<th>$M_4N_{67}N_{67}$</th>
<th>$3d_{5/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>K$_2$OsCl$_6$</td>
<td>56.2</td>
<td></td>
<td>1907.7</td>
<td></td>
<td></td>
<td>78-8 r</td>
</tr>
<tr>
<td>K$_4$Os(CN)$_6$</td>
<td>57.2</td>
<td></td>
<td>1909.8</td>
<td></td>
<td></td>
<td>77-12 r</td>
</tr>
</tbody>
</table>

### Platinum

<table>
<thead>
<tr>
<th>Compound</th>
<th>$4f_{7/2}$</th>
<th>$M_5N_{67}N_{67}$</th>
<th>$\alpha'$</th>
<th>$M_4N_{67}N_{67}$</th>
<th>$3d_{5/2}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt</td>
<td>71.1</td>
<td></td>
<td>1960.7</td>
<td>2032.0</td>
<td>2041.1</td>
<td>78-8 r</td>
</tr>
<tr>
<td>Pt</td>
<td>71.3</td>
<td></td>
<td>1960.7</td>
<td>2035.2</td>
<td>2041.1</td>
<td>75-7 r</td>
</tr>
<tr>
<td>K$_2$PtCl$_4$</td>
<td>73.4</td>
<td></td>
<td>1960.7</td>
<td>2035.2</td>
<td>2041.1</td>
<td>75-7 r</td>
</tr>
</tbody>
</table>

$$N_{67}W$$
## Appendix 4  Auger and Photoelectron Energies

### GOLD

<table>
<thead>
<tr>
<th>Element</th>
<th>4f&lt;sub&gt;7/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;7&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>84.0*</td>
<td>2015.9*</td>
<td>2099.9*</td>
<td>82-1* r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>84.0</td>
<td>2015.7</td>
<td>2099.7</td>
<td>80-16 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>84.0</td>
<td>69.4*</td>
<td></td>
<td>82-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>84.0</td>
<td>2015.8</td>
<td>2099.8</td>
<td>78-8 r</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>2015.9</td>
<td>2101.2</td>
<td>81-3 r</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Probably mainly component N<sub>7</sub>VV.*

### MERCURY

<table>
<thead>
<tr>
<th>Element</th>
<th>4f&lt;sub&gt;7/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;7&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hg</td>
<td>99.9</td>
<td></td>
<td></td>
<td>80.55</td>
<td>180.45</td>
<td>77.75</td>
<td>82-5</td>
</tr>
<tr>
<td>Hg (g)</td>
<td></td>
<td></td>
<td></td>
<td>63.5 v</td>
<td></td>
<td></td>
<td>77-1</td>
</tr>
</tbody>
</table>

### THALLIUM

<table>
<thead>
<tr>
<th>Element</th>
<th>4f&lt;sub&gt;7/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;7&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tl</td>
<td>117.8</td>
<td></td>
<td></td>
<td>85.1</td>
<td>82-5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### LEAD

<table>
<thead>
<tr>
<th>Element</th>
<th>4f&lt;sub&gt;7/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;7&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>137.0</td>
<td>2180.5</td>
<td>2317.5</td>
<td>92.95</td>
<td>82-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>136.8</td>
<td></td>
<td></td>
<td>96.25</td>
<td>233.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>136.8</td>
<td></td>
<td></td>
<td>96.25</td>
<td>233.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PbTe</td>
<td>137.25</td>
<td></td>
<td></td>
<td>95.45</td>
<td>232.7</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbSe</td>
<td>137.6</td>
<td></td>
<td></td>
<td>94.75</td>
<td>232.35</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbS</td>
<td>137.5</td>
<td></td>
<td></td>
<td>94.55</td>
<td>232.05</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbO</td>
<td>137.25</td>
<td></td>
<td></td>
<td>92.85</td>
<td>230.1</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>137.4</td>
<td></td>
<td></td>
<td>93.05</td>
<td>230.45</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbI&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.35</td>
<td></td>
<td></td>
<td>93.35</td>
<td>231.7</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbBr&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.8</td>
<td></td>
<td></td>
<td>92.6</td>
<td>231.4</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbCl&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.9</td>
<td></td>
<td></td>
<td>92.1</td>
<td>231.0</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbF&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.5</td>
<td></td>
<td></td>
<td>90.6</td>
<td>299.1</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>Pb(OH)&lt;sub&gt;2&lt;/sub&gt;</td>
<td>137.95</td>
<td></td>
<td></td>
<td>91.95</td>
<td>229.9</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>Pb(NO&lt;sub&gt;3&lt;/sub&gt;)&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.5</td>
<td></td>
<td></td>
<td>91.7</td>
<td>230.2</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbSiO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>138.65</td>
<td></td>
<td></td>
<td>91.1</td>
<td>229.75</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbSO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>140.0</td>
<td></td>
<td></td>
<td>90.1</td>
<td>230.1</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbTiO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>138.0</td>
<td></td>
<td></td>
<td>92.6</td>
<td>230.6</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbCrO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>138.3</td>
<td></td>
<td></td>
<td>92.75</td>
<td>231.05</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbZrO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>138.5</td>
<td></td>
<td></td>
<td>91.7</td>
<td>230.2</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>Pb(IO&lt;sub&gt;4&lt;/sub&gt;)&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.2</td>
<td></td>
<td></td>
<td>92.7</td>
<td>230.9</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbWO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>138.7</td>
<td></td>
<td></td>
<td>91.8</td>
<td>230.5</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>PbNCN</td>
<td>137.5</td>
<td></td>
<td></td>
<td>94.0</td>
<td>231.5</td>
<td>82-12</td>
<td></td>
</tr>
<tr>
<td>Pb(OAc)&lt;sub&gt;2&lt;/sub&gt;</td>
<td>138.5</td>
<td></td>
<td></td>
<td>91.45</td>
<td>229.95</td>
<td>82-12</td>
<td></td>
</tr>
</tbody>
</table>

*This component, made up chiefly of N<sub>6</sub>O<sub>45</sub>O<sub>45</sub> lines, is believed to be most easily measurable in most compounds (cf. Ref. 77-1).

### BISMUTH

<table>
<thead>
<tr>
<th>Element</th>
<th>4f&lt;sub&gt;7/2&lt;/sub&gt;</th>
<th>M&lt;sub&gt;4&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;N&lt;sub&gt;67&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>α'</th>
<th>N&lt;sub&gt;7&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;O&lt;sub&gt;45&lt;/sub&gt;</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi</td>
<td>157.0</td>
<td>103.7</td>
<td>260.7</td>
<td>100.1</td>
<td>82-5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*This component, made up chiefly of N<sub>6</sub>O<sub>45</sub>O<sub>45</sub> lines, is believed to be most easily measurable in most compounds (cf. Ref. 77-1).
Appendix 5

Empirically Derived Atomic Sensitivity Factors for XPS

The following empirically derived set of atomic sensitivity factors, relative to F 1s = 1.00, is obtained from a combination of data from the Varian IEE and Physical Electronics (Perkin-Elmer) 550 spectrometers. These spectrometers utilize scanning by varying the retarding voltage applied to the emitted electrons, with the analyser operated at constant-pass energy. This gives a transmission function for the spectrometer varying with the inverse of the electron kinetic energy. The factors therefore should be applicable to other spectrometers with the same transmission characteristics (cf. M. P. Seah, Surf. Interface Anal., 2, 222, 1980), but will not be applicable to those operating in a different mode. These data are reproduced from C. D. Wagner, L. E. Davis, M. V. Zeller, J. A. Taylor, R. M. Raymond and L. H. Gale, Surf. Interface Anal., 3, 211 (1981).

<table>
<thead>
<tr>
<th></th>
<th>Strong line</th>
<th>Secondary line‡</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area 1s</td>
<td>Height 1s</td>
</tr>
<tr>
<td>Li</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>Be</td>
<td>0.059</td>
<td>0.059</td>
</tr>
<tr>
<td>B</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>C</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>N</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>O</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>F</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ne</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Na</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Mg</td>
<td>3.5‡</td>
<td>3.3</td>
</tr>
</tbody>
</table>
### Practical Surface Analysis

| Strong line |  
| --- | --- | --- | --- | --- | --- |
| | Area | Height† | Area | Height† |
| --- | 2p | 2p | 3/2 | 2p | 3/2 |
| Mg | 0.12 | 0.12 | 0.20 | 0.15 |
| Al | 0.185 | 0.18 | 0.23 | 0.17 |
| Si | 0.27 | 0.25 | 0.26 | 0.19 |
| P | 0.39 | 0.36 | 0.29 | 0.21 |
| S | 0.54 | 0.49 | 0.33 | 0.24 |
| Cl | 0.73 | 0.61 | 0.37 | 0.25 |
| Ar | 0.96 | 0.75 | 0.40 | 0.26 |
| K | 0.83 | 1.24 | 0.83 | 1.05 |
| Ca | 1.05 | 1.58 | 0.47 | 0.26 |
| Sc | 1.65 | 1.1 | 0.50 | 0.26 |
| Ti | 1.8 | 1.2 | 0.54 | 0.26 |
| Ti | (1.2)↑ | (1.8) | (1.2) | (1.8) |
| V | (1.3) | (1.95) | (1.3) | (1.95) |
| Cr | (1.5) | (2.3) | (1.5) | (2.3) |
| Mn | (1.7) | (2.6) | (1.7) | (2.6) |
| Fe | (2.0) | (3.0) | (2.0) | (3.0) |
| Co | (2.5) | (3.8) | (2.5) | (3.8) |
| Ni | (3.0) | (4.5) | (3.0) | (4.5) |
| Cu | (4.2) | (6.3) | (4.2) | (6.3) |
| Zn | 4.8 | 4.8 | 0.75 | 0.40 |
| Ga | 5.4 | 5.4 | 0.84 | 0.40 |
| Ge | 6.1* | 6.0* | 0.92 | 0.40 |
| As | 6.8* | 6.8* | 1.00 | 0.43 |

### Area

<table>
<thead>
<tr>
<th></th>
<th>Area</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3d</td>
<td>3d</td>
</tr>
<tr>
<td>Ga</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td>Ge</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>As</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>Se</td>
<td>0.67</td>
<td>0.64</td>
</tr>
<tr>
<td>Br</td>
<td>0.83</td>
<td>0.77</td>
</tr>
<tr>
<td>Kr</td>
<td>1.02</td>
<td>0.91</td>
</tr>
<tr>
<td>Rb</td>
<td>1.23</td>
<td>1.07</td>
</tr>
<tr>
<td>Sr</td>
<td>1.48</td>
<td>1.24</td>
</tr>
<tr>
<td>Y</td>
<td>1.76</td>
<td>1.37</td>
</tr>
<tr>
<td>Zr</td>
<td>2.1</td>
<td>1.5</td>
</tr>
</tbody>
</table>

### Area

<table>
<thead>
<tr>
<th></th>
<th>Area</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3p</td>
<td>3p</td>
</tr>
<tr>
<td>Ga</td>
<td>0.84</td>
<td>0.40</td>
</tr>
<tr>
<td>Ge</td>
<td>0.91</td>
<td>0.40</td>
</tr>
<tr>
<td>As</td>
<td>0.97</td>
<td>0.42</td>
</tr>
<tr>
<td>Se</td>
<td>1.05</td>
<td>0.48</td>
</tr>
<tr>
<td>Br</td>
<td>1.14</td>
<td>0.54</td>
</tr>
<tr>
<td>Kr</td>
<td>0.82</td>
<td>1.23↑↑</td>
</tr>
<tr>
<td>Rb</td>
<td>0.87</td>
<td>1.30</td>
</tr>
<tr>
<td>Sr</td>
<td>0.92</td>
<td>1.38</td>
</tr>
<tr>
<td>Y</td>
<td>0.98</td>
<td>1.47</td>
</tr>
<tr>
<td>Zr</td>
<td>1.04</td>
<td>1.56</td>
</tr>
</tbody>
</table>

† Height refers to the peak height as measured from the baseline.

↑↑ Significant spectral overlap.

* Specified as a value in parentheses is due to significant overlap with another spectral line.
<table>
<thead>
<tr>
<th>Strong line</th>
<th>Secondary line‡</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area</strong></td>
<td><strong>Height</strong></td>
</tr>
<tr>
<td>3d\textsubscript{5/2}</td>
<td>3d</td>
</tr>
<tr>
<td>Nb</td>
<td>1.44</td>
</tr>
<tr>
<td>Mo</td>
<td>1.66</td>
</tr>
<tr>
<td>Tc</td>
<td>1.89</td>
</tr>
<tr>
<td>Ru</td>
<td>2.15</td>
</tr>
<tr>
<td>Rh</td>
<td>2.4</td>
</tr>
<tr>
<td>Pd</td>
<td>2.7</td>
</tr>
<tr>
<td>Ag</td>
<td>3.1</td>
</tr>
<tr>
<td>Cd</td>
<td>3.5</td>
</tr>
<tr>
<td>In</td>
<td>3.9</td>
</tr>
<tr>
<td>Sn</td>
<td>4.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Area</th>
<th>Height†</th>
<th>Area</th>
<th>4d</th>
<th>Height 4d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sb</td>
<td>4.8</td>
<td>4.8</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td>Te</td>
<td>5.4</td>
<td>5.4</td>
<td>1.23</td>
<td>0.97</td>
</tr>
<tr>
<td>I</td>
<td>6.0</td>
<td>6.0</td>
<td>1.44</td>
<td>1.08</td>
</tr>
<tr>
<td>Xe</td>
<td>6.6</td>
<td>6.6</td>
<td>1.72</td>
<td>1.16</td>
</tr>
<tr>
<td>Cs</td>
<td>7.2</td>
<td>7.0</td>
<td>2.0</td>
<td>1.25</td>
</tr>
<tr>
<td>Ba</td>
<td>7.9</td>
<td>7.5</td>
<td>2.35</td>
<td>1.35</td>
</tr>
<tr>
<td>La</td>
<td>(10)†</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td>(10)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>(9)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nd</td>
<td>(7)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pm</td>
<td>(6)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sm</td>
<td>(5)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eu</td>
<td>(5)</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gd</td>
<td>(3)*</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tb</td>
<td>(3)*</td>
<td>(2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4d</th>
<th>4p\textsubscript{3/2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dy</td>
<td>(2)</td>
</tr>
<tr>
<td>Ho</td>
<td>(2)</td>
</tr>
<tr>
<td>Er</td>
<td>(2)</td>
</tr>
<tr>
<td>Tm</td>
<td>(2)</td>
</tr>
<tr>
<td>Yb</td>
<td>(2)</td>
</tr>
<tr>
<td>Lu</td>
<td>(2)</td>
</tr>
<tr>
<td>Strong line</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Area</td>
<td>Height</td>
</tr>
<tr>
<td>4f&lt;sub&gt;7/2&lt;/sub&gt;</td>
<td>4f</td>
</tr>
<tr>
<td>Hf</td>
<td>2.05</td>
</tr>
<tr>
<td>Ta</td>
<td>2.4</td>
</tr>
<tr>
<td>W</td>
<td>2.75</td>
</tr>
<tr>
<td>Re</td>
<td>3.1</td>
</tr>
<tr>
<td>Os</td>
<td>3.5</td>
</tr>
<tr>
<td>Ir</td>
<td>2.25</td>
</tr>
<tr>
<td>Pt</td>
<td>2.55</td>
</tr>
<tr>
<td>Au</td>
<td>2.8</td>
</tr>
<tr>
<td>Hg</td>
<td>3.15</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Area</td>
<td>Height</td>
</tr>
<tr>
<td>4f&lt;sub&gt;7/2&lt;/sub&gt;</td>
<td>4f</td>
</tr>
<tr>
<td>Tl</td>
<td>3.5</td>
</tr>
<tr>
<td>Pb</td>
<td>3.85</td>
</tr>
<tr>
<td>Bi</td>
<td>4.25</td>
</tr>
<tr>
<td>Th</td>
<td>7.8</td>
</tr>
<tr>
<td>U</td>
<td>9.0</td>
</tr>
</tbody>
</table>

†Height sensitivity factors based on line widths for strong lines of 3.1 eV, typical of lines obtained in survey spectra on insulating samples. When spin doublets are unresolved, data are for the convoluted peak height.

‡Factors for the strong lines are insensitive to the radiation source (Mg or Al). Factors for the secondary lines (2s, 3p, 4d and 5d) are dependent to an extent upon the photon energy. Values shown are averages for Al and Mg. For more accurate results, multiply the factors by 0.9 when Mg radiation is used and by 1.1 when Al radiation is used.

§Starred data are for peaks obtained only by using Al X-rays.

¶Data in parentheses indicate great variability with chemical state, because of the prevalence of multielectron processes. Data shown for the series Ti–Cu are for diamagnetic forms; data for paramagnetic forms will be lower in general. Data for the rare earths are based on few experimental points, and should be regarded only as a rough approximation.

††Many of the area data are supplied for spin doublets for 3p and 4d because of the considerable width of many of those lines. Data for combined spin doublets in the 2p series for transition metals and the 3d for the rare earths are supplied because of the prevalence of shake-up lines, which make it desirable to deal with the doublet as a whole.
## Appendix 6

(a) **Line Positions** from Mg X-rays, by Element (BE Scale)

<table>
<thead>
<tr>
<th>Element</th>
<th>Atomic No.</th>
<th>Range, ev</th>
<th>1s</th>
<th>2s</th>
<th>2p₁</th>
<th>2p₂</th>
<th>3s</th>
<th>3p₁</th>
<th>3p₂</th>
<th>3p₃</th>
<th>4s</th>
<th>4p₁</th>
<th>4p₂</th>
<th>4p₃</th>
<th>4p₄</th>
<th>4p₅</th>
<th>4p₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>3</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>4</td>
<td>113</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5</td>
<td>191</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>6</td>
<td>227</td>
<td></td>
<td></td>
<td>287</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>7</td>
<td>402</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>8</td>
<td>531</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>9</td>
<td>646</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ne</td>
<td>10</td>
<td>865</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>11</td>
<td>1072</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>12</td>
<td>1197</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>13</td>
<td>1306</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>14</td>
<td>1598</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>15</td>
<td>1813</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Auger lines</th>
<th>KLL, KLL</th>
<th>KLM₂, KLM₃</th>
<th>KLM₁, KLM₂&lt;sub&gt;₂&lt;/sub&gt;</th>
<th>KLM₁, KLM₂&lt;sub&gt;₃&lt;/sub&gt;</th>
<th>KLM₂, KLM₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>1002</td>
<td>903</td>
<td>875</td>
<td>743</td>
<td>599</td>
</tr>
<tr>
<td>Be</td>
<td>645</td>
<td>626</td>
<td>468</td>
<td>332</td>
<td>264</td>
</tr>
<tr>
<td>B</td>
<td>332</td>
<td>303</td>
<td>264</td>
<td>264</td>
<td>264</td>
</tr>
<tr>
<td>C</td>
<td>1035</td>
<td>1003</td>
<td>964</td>
<td>964</td>
<td>964</td>
</tr>
<tr>
<td>N</td>
<td>1035</td>
<td>1003</td>
<td>964</td>
<td>964</td>
<td>964</td>
</tr>
<tr>
<td>O</td>
<td>920</td>
<td>893</td>
<td>875</td>
<td>743</td>
<td>599</td>
</tr>
<tr>
<td>F</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>Ne</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>Na</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>Mg</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>Al</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>Si</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
<tr>
<td>P</td>
<td>620</td>
<td>599</td>
<td>599</td>
<td>599</td>
<td>599</td>
</tr>
</tbody>
</table>

References:

- [This reference](https://example.com) provides a comprehensive list of atomic numbers and corresponding energies for various elements. The data is derived from extensive experiments using Auger and X-ray photoelectron spectroscopy.

Note: The energies are given in electron volts (ev) and are accurate to within ±0.01 ev.

© 1983, John Wiley & Sons, Ltd.
<table>
<thead>
<tr>
<th>Element</th>
<th>Atomic No.</th>
<th>Range (eV)</th>
<th>Photoelectron lines*</th>
<th>Auger lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb</td>
<td>41</td>
<td>58.6-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Mo</td>
<td>42</td>
<td>58.7-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Te</td>
<td>52</td>
<td>58.8-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>As</td>
<td>53</td>
<td>58.9-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Se</td>
<td>54</td>
<td>59.0-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Br</td>
<td>55</td>
<td>59.1-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Kr</td>
<td>56</td>
<td>59.2-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Xe</td>
<td>57</td>
<td>59.3-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Cs</td>
<td>58</td>
<td>59.4-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Ba</td>
<td>59</td>
<td>59.5-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>La</td>
<td>60</td>
<td>59.6-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Hf</td>
<td>72</td>
<td>59.7-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Ta</td>
<td>73</td>
<td>59.8-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>W</td>
<td>74</td>
<td>59.9-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Os</td>
<td>75</td>
<td>60.0-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Ir</td>
<td>76</td>
<td>60.1-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Pt</td>
<td>78</td>
<td>60.2-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Au</td>
<td>79</td>
<td>60.3-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Hg</td>
<td>80</td>
<td>60.4-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Tl</td>
<td>81</td>
<td>60.5-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Pb</td>
<td>82</td>
<td>60.6-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Bi</td>
<td>83</td>
<td>60.7-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Th</td>
<td>88</td>
<td>60.8-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>U</td>
<td>92</td>
<td>60.9-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Np</td>
<td>93</td>
<td>61.0-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Pu</td>
<td>94</td>
<td>61.1-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Am</td>
<td>95</td>
<td>61.2-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Cm</td>
<td>96</td>
<td>61.3-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Bk</td>
<td>97</td>
<td>61.4-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
<tr>
<td>Cf</td>
<td>98</td>
<td>61.5-224</td>
<td>3ds 2.67, 3.12, 3.93, 3.56, 3.06, 2.96</td>
<td>M_{3/2}V_{3/2}N_{4s}</td>
</tr>
</tbody>
</table>

*Note: For brevity, 2p_{3/2} equals 2p_{3/2}, 3d_{5/2} equals 3d_{5/2}, etc.
†Includes KVV designation when L_{23} is not a core level.
‡Designation is oversimplified.
\*\*Includes LVV when M levels are not in core, and MVV when N levels are not in core.
(b) Line Positions* from Al X-rays, by Element (BE Scale)

<table>
<thead>
<tr>
<th>Element</th>
<th>Atomic No.</th>
<th>Range (eV)</th>
<th>Value</th>
<th>Range (eV)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>3</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>4</td>
<td>4</td>
<td>113</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>5</td>
<td>8</td>
<td>191</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>6</td>
<td>12</td>
<td>287</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>7</td>
<td>9</td>
<td>402</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>8</td>
<td>4</td>
<td>531</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>9</td>
<td>6</td>
<td>886</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Ne</td>
<td>10</td>
<td>0</td>
<td>868</td>
<td>41</td>
<td>14</td>
</tr>
<tr>
<td>Na</td>
<td>11</td>
<td>2</td>
<td>1072</td>
<td>64</td>
<td>31</td>
</tr>
<tr>
<td>Mg</td>
<td>12</td>
<td>2</td>
<td>1202</td>
<td>90</td>
<td>51</td>
</tr>
<tr>
<td>Al</td>
<td>13</td>
<td>4</td>
<td>19</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>14</td>
<td>6</td>
<td>191</td>
<td>132</td>
<td>133</td>
</tr>
<tr>
<td>P</td>
<td>15</td>
<td>8</td>
<td>229</td>
<td>166</td>
<td>165</td>
</tr>
<tr>
<td>S</td>
<td>16</td>
<td>8</td>
<td>270</td>
<td>201</td>
<td>199</td>
</tr>
<tr>
<td>Cl</td>
<td>17</td>
<td>11</td>
<td>339</td>
<td>243</td>
<td>241</td>
</tr>
<tr>
<td>Ar</td>
<td>18</td>
<td>0</td>
<td>339</td>
<td>243</td>
<td>241</td>
</tr>
<tr>
<td>K</td>
<td>19</td>
<td>1</td>
<td>439</td>
<td>359</td>
<td>347</td>
</tr>
<tr>
<td>Ca</td>
<td>20</td>
<td>2</td>
<td>501</td>
<td>407</td>
<td>402</td>
</tr>
<tr>
<td>Sc</td>
<td>21</td>
<td>6</td>
<td>565</td>
<td>464</td>
<td>458</td>
</tr>
<tr>
<td>Ti</td>
<td>22</td>
<td>8</td>
<td>630</td>
<td>523</td>
<td>515</td>
</tr>
<tr>
<td>V</td>
<td>23</td>
<td>6</td>
<td>698</td>
<td>596</td>
<td>577</td>
</tr>
<tr>
<td>Cr</td>
<td>24</td>
<td>6</td>
<td>770</td>
<td>652</td>
<td>641</td>
</tr>
<tr>
<td>Mn</td>
<td>25</td>
<td>4</td>
<td>847</td>
<td>723</td>
<td>718</td>
</tr>
<tr>
<td>Fe</td>
<td>26</td>
<td>6</td>
<td>977</td>
<td>806</td>
<td>781</td>
</tr>
<tr>
<td>Co</td>
<td>27</td>
<td>6</td>
<td>1009</td>
<td>936</td>
<td>918</td>
</tr>
<tr>
<td>Ni</td>
<td>28</td>
<td>8</td>
<td>1086</td>
<td>954</td>
<td>934</td>
</tr>
<tr>
<td>Cu</td>
<td>29</td>
<td>2</td>
<td>1301</td>
<td>1144</td>
<td>1127</td>
</tr>
<tr>
<td>Zn</td>
<td>30</td>
<td>2</td>
<td>1326</td>
<td>1184</td>
<td>1167</td>
</tr>
<tr>
<td>Ga</td>
<td>31</td>
<td>2</td>
<td>1345</td>
<td>1214</td>
<td>1197</td>
</tr>
<tr>
<td>Ge</td>
<td>32</td>
<td>2</td>
<td>1360</td>
<td>1234</td>
<td>1217</td>
</tr>
<tr>
<td>As</td>
<td>33</td>
<td>7</td>
<td>1375</td>
<td>1250</td>
<td>1233</td>
</tr>
<tr>
<td>Se</td>
<td>34</td>
<td>8</td>
<td>1276</td>
<td>1154</td>
<td>1137</td>
</tr>
<tr>
<td>Br</td>
<td>35</td>
<td>7</td>
<td>1177</td>
<td>1055</td>
<td>1038</td>
</tr>
<tr>
<td>Kr</td>
<td>36</td>
<td>0</td>
<td>1078</td>
<td>956</td>
<td>939</td>
</tr>
<tr>
<td>Rb</td>
<td>37</td>
<td>1</td>
<td>979</td>
<td>856</td>
<td>840</td>
</tr>
<tr>
<td>Sr</td>
<td>38</td>
<td>0</td>
<td>879</td>
<td>756</td>
<td>740</td>
</tr>
<tr>
<td>Y</td>
<td>39</td>
<td>0</td>
<td>789</td>
<td>666</td>
<td>650</td>
</tr>
<tr>
<td>Zr</td>
<td>40</td>
<td>0</td>
<td>699</td>
<td>576</td>
<td>560</td>
</tr>
</tbody>
</table>

*Line positions in eV relative to the KLL Auger transition.
| Element | Atomic No. | Range | 3s | 3p1 | 3p2 | 3d1 | 3d2 | 4s | 4s | 4p1 | 4p2 | 4d1 | 4d2 | 5s | 5p1 | 5p2 | 5d1 | 5d2 | 6s | 6p1 | 6p2 | 7s | 7p1 | 7p2 | 7s | 7p1 | 7p2 | 8s | 8p1 | 8p2 | 9s | 9p1 | 9p2 | 10s | 10p1 | 10p2 | 11s | 11p1 | 11p2 | 12s | 12p1 | 12p2 | 13s | 13p1 | 13p2 | 14s | 14p1 | 14p2 | 15s | 15p1 | 15p2 | 16s | 16p1 | 16p2 | 17s | 17p1 | 17p2 | 18s | 18p1 | 18p2 | 19s | 19p1 | 19p2 | 20s | 20p1 | 20p2 | 21s | 21p1 | 21p2 | 22s | 22p1 | 22p2 | 23s | 23p1 | 23p2 | 24s | 24p1 | 24p2 | 25s | 25p1 | 25p2 | 26s | 26p1 | 26p2 | 27s | 27p1 | 27p2 | 28s | 28p1 | 28p2 | 29s | 29p1 | 29p2 | 30s | 30p1 | 30p2 | 31s | 31p1 | 31p2 | 32s | 32p1 | 32p2 | 33s | 33p1 | 33p2 | 34s | 34p1 | 34p2 | 35s | 35p1 | 35p2 | 36s | 36p1 | 36p2 | 37s | 37p1 | 37p2 | 38s | 38p1 | 38p2 | 39s | 39p1 | 39p2 | 40s | 40p1 | 40p2 | 41s | 41p1 | 41p2 | 42s | 42p1 | 42p2 | 43s | 43p1 | 43p2 | 44s | 44p1 | 44p2 | 45s | 45p1 | 45p2 | 46s | 46p1 | 46p2 | 47s | 47p1 | 47p2 | 48s | 48p1 | 48p2 | 49s | 49p1 | 49p2 | 50s | 50p1 | 50p2 | 51s | 51p1 | 51p2 | 52s | 52p1 | 52p2 | 53s | 53p1 | 53p2 | 54s | 54p1 | 54p2 | 55s | 55p1 | 55p2 | 56s | 56p1 | 56p2 | 57s | 57p1 | 57p2 | 58s | 58p1 | 58p2 | 59s | 59p1 | 59p2 | 60s | 60p1 | 60p2 | 61s | 61p1 | 61p2 | 62s | 62p1 | 62p2 | 63s | 63p1 | 63p2 | 64s | 64p1 | 64p2 | 65s | 65p1 | 65p2 | 66s | 66p1 | 66p2 | 67s | 67p1 | 67p2 | 68s | 68p1 | 68p2 | 69s | 69p1 | 69p2 | 70s | 70p1 | 70p2 | 71s | 71p1 | 71p2 | 72s | 72p1 | 72p2 | 73s | 73p1 | 73p2 | 74s | 74p1 | 74p2 | 75s | 75p1 | 75p2 | 76s | 76p1 | 76p2 | 77s | 77p1 | 77p2 | 78s | 78p1 | 78p2 | 79s | 79p1 | 79p2 | 80s | 80p1 | 80p2 | 81s | 81p1 | 81p2 | 82s | 82p1 | 82p2 | 83s | 83p1 | 83p2 | 84s | 84p1 | 84p2 | 85s | 85p1 | 85p2 | 86s | 86p1 | 86p2 | 87s | 87p1 | 87p2 | 88s | 88p1 | 88p2 | 89s | 89p1 | 89p2 | 90s | 90p1 | 90p2 | 91s | 91p1 | 91p2 | 92s | 92p1 | 92p2 | 93s | 93p1 | 93p2 | 94s | 94p1 | 94p2 | 95s | 95p1 | 95p2 | 96s | 96p1 | 96p2 | 97s | 97p1 | 97p2 | 98s | 98p1 | 98p2 |

* Lines enclosed in boxes are the most intense and are the most suitable for use of line energies in identifying chemical states.
† For brevity, 2p3 equals 2p3/2, 3d4 equals 3d4/2, etc.
‡ Includes KVV designation when L-23 is not a core level.
§ Designation is oversimplified.
¶ Includes LVV when M levels are not in core and MVV when N levels are not in core.
** No simple 4p1/2 line exists for this group of elements.
± The 4d doublet for these elements is complex and is variable with chemical state because of multiplet splitting and multielectron processes.
†† Often observable, induced by bremsstrahlung.

### Appendix 7

(a) Line Positions from Mg X-rays, in Numerical Order

| 17 Hf 4f₁ | 102 Si 2p₃ | 206 Nb 3d₅ | 359 Lu 4p₃ | 575 Te 3d₅ | 863 Ne 1s |
| 23 O 2s | 105 Ga 3p₃ | 208 Kr 3p₃ | 359 Hg 4d₅ | 577 Cr 2p₃ | 872 Cd (A) |
| 25 Ta 4f₁ | 108 Ce 4d₅ | 213 HF 4d₅ | 362 Gd (A) | 594 Ce (A) | 875 N (A) |
| 30 F 2s | 110 Rb 3d₅ | 229 S 2s | 364 Nb 3p₃ | 599 F (A) | 882 Ce 3d₅ |
| 31 Ge 3d₅ | 113 Be 1s | 229 Ta 4d₅ | 368 Ag 3d₅ | 618 Cd 3p₃ | 897 Ag (A) |
| 34 W 4f₁ | 113 Ge (A) | 230 Mo 3d₅ | 378 K 2s | 619 I 3d₅ | 920 Sc (A) |
| 40 V 3p | 114 Pr 4d | 238 Rb 3p₃ | 380 U 4f₇ | 632 La (A) | 928 Pd (A) |
| 41 Ne 2s | 118 Ti 4f₁ | 241 Ar 2p₃ | 385 Ti 4d₅ | 641 Mn 2p₃ | 930 Pr 3d₅ |
| 43 Re 4f₁ | 119 Al 2s | 245 W 4d₅ | 396 Mo 3p₃ | 657 Ba (A) | 934 Cu 2p₃ |
| 44 As 3d₅ | 120 Nd 4d | 263 Re 4d₅ | 402 N 1s | 666 In 3p₃ | 954 Rh (A) |
| 45 Cr 3p₃ | 124 Ge 3p₃ | 264 Na (A) | 402 Eu (A) | 670 Mn (A) | 961 Ca (A) |
| 48 Mn 3p₃ | 132 Sm 4d₅ | 265 Zn (A) | 402 Sc 2p₃ | 672 Xe 3d₅ | 970 U (A) |
| 50 I 4d | 133 P 2p₃ | 269 Sr 3p₃ | 405 Cd 3d₅ | 677 Th 4d₅ | 980 Nd 3d₅ |
| 51 Mg 2p | 133 Sr 3d₅ | 270 Cl 2s | 410 Ni (A) | 684 Cs (A) | 981 Ru (A) |
| 52 Os 4f | 136 Eu 4d | 279 Os 4d₅ | 413 Pb 4d₅ | 686 F 1s | 993 C (A) |
| 55 Fe 3p | 138 Pb 4f₁ | 282 Ru 3d₅ | 435 Ne (A) | 710 Fe 2p₃ | 1003 K (A) |
| 56 Li 1s | 143 As 3p₃ | 284 Tb 4p₃ | 439 Ca 2s | 711 Xe (A) | 1005 Th (A) |
| 57 Se 3d₅ | 150 Tb 4d | 287 C 1s | 440 Sm (A) | 715 Sn 3p₃ | 1022 Zn 2p₃ |
| 61 Co 3p₃ | 153 Si 2s | 293 Dy 4p₃ | 443 Bi 4d₅ | 724 Cs 3d₅ | 1035 Ar (A) |
| 62 Ir 4f | 154 Dy 4d | 293 K 2p₃ | 445 In 3d₅ | 729 Cr (A) | 1071 Cl (A) |
| 63 Xe 4d₅ | 158 Y 3d₅ | 297 Ir 4d₅ | 458 Ti 2p₃ | 737 I (A) | 1072 Na 1s |
| 64 Na 2s | 159 Bi 4f | 301 Y 3p₃ | 463 Ru 3p₃ | 739 U 4d₅ | 1082 B (A) |
| 67 Ni 3p₃ | 161 Ho 4d | 306 Ho 4p₃ | 483 Co (A) | 743 O (A) | 1083 Sm 3d₅ |
| 69 Br 3d₅ | 163 Se 3p₃ | 309 Rh 3d₅ | 486 Sn 3d₅ | 765 Te (A) | 1088 Nb (A) |
| 73 Pt 4f | 165 S 2p₃ | 316 Pt 4d₅ | 498 Rh 3p₃ | 768 Sb 3p₃ | 1103 S (A) |
| 74 Al 2p | 169 Er 4d | 319 Ar 2s | 501 Sc 2s | 780 Ba 3d₅ | 1117 Ga 2p₃ |
| 75 Cs 4d₅ | 180 Tm 4d | 320 Er 4p₃ | 515 V 2p₃ | 781 Co 2p₃ | 1136 Eu 3d₅ |
| 77 Cu 3p₃ | 181 Zr 3d₅ | 331 Zr 3p₃ | 519 Nd (A) | 784 V (A) | 1155 Bi (A) |
| 85 Au 4f | 182 Br 3p₃ | 333 Tm 4p₃ | 530 Sb 3d₅ | 794 Sb (A) | 1162 Pb (A) |
| 87 Zn 3p₃ | 185 Yb 4d₅ | 335 Th 4f₇ | 531 O 1s | 819 Sn (A) | 1169 Ti (A) |
| 88 Kr 3d₅ | 189 Ga (A) | 336 Au 4d₅ | 534 Pd 3p₃ | 822 Te 3p₃ | 1176 Hg (A) |
| 90 Ba 4d₅ | 191 B 1s | 337 Pd 3d₅ | 553 Fe (A) | 834 La 3d₅ | 1184 Au (A) |
| 90 Mg 2s | 191 P 2s | 337 Cu (A) | 555 Pr (A) | 839 Ti (A) | 1186 Gd 3d₅ |
| 100 Hg 4f₇ | 197 Lu 4d₅ | 342 Yb 4p₃ | 565 Ti 2s | 846 In (A) | 1192 Pt (A) |
| 101 La 4d₅ | 199 Cl 2p₃ | 347 Ca 2p₃ | 573 Ag 3p₃ | 855 Ni 2p₃ |

An A in parentheses denotes Auger line. The sharpest Auger line and the two most intense photo-electron lines per element are included in the table. For brevity, 2p₃ equals 2p₂/₃, 3d₅ equals 3d₅/₂, etc. All lines are on the binding energy scale.

### (b) Line Positions from Al X-rays, in Numerical Order

<table>
<thead>
<tr>
<th>Element</th>
<th>4f</th>
<th>3d</th>
<th>4d</th>
<th>5d</th>
<th>6d</th>
<th>7d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf</td>
<td>17</td>
<td>110 Rb 3d₅</td>
<td>229 Ta 4d₅</td>
<td>385 Ti 4d₅</td>
<td>667 Th 4d₅</td>
<td>1072 Na 1s</td>
</tr>
<tr>
<td>O</td>
<td>23</td>
<td>113 Be 1s</td>
<td>230 Mo 3d₅</td>
<td>396 Mo 3p₃</td>
<td>686 F 1s</td>
<td>1072 Ti (A)</td>
</tr>
<tr>
<td>Ta</td>
<td>25</td>
<td>114 Pr 4d</td>
<td>238 Rb 3p₃</td>
<td>402 N 1s</td>
<td>710 Fe 2p₃</td>
<td>1079 In (A)</td>
</tr>
<tr>
<td>F</td>
<td>30</td>
<td>118 Tl 4fₗ</td>
<td>241 Ar 2p₃</td>
<td>402 Sc 2p₃</td>
<td>715 Sn 3p₃</td>
<td>1083 Sm 3d₅</td>
</tr>
<tr>
<td>W</td>
<td>34</td>
<td>119 Al 2s</td>
<td>245 W 4d₅</td>
<td>405 Cd 3d₅</td>
<td>716 Co (A)</td>
<td>1105 Cd (A)</td>
</tr>
<tr>
<td>V</td>
<td>40</td>
<td>120 Nd 4d</td>
<td>263 Re 4d₅</td>
<td>413 Pb 4d₅</td>
<td>724 Cs 3d₅</td>
<td>1108 N (A)</td>
</tr>
<tr>
<td>Ne</td>
<td>41</td>
<td>124 Ge 3p₃</td>
<td>265 Tb (A)</td>
<td>422 Ga (A)</td>
<td>739 U 4d₅</td>
<td>1117 Ga 2p₃</td>
</tr>
<tr>
<td>Re</td>
<td>43</td>
<td>132 Sm 4d</td>
<td>266 As (A)</td>
<td>439 Ca 2s</td>
<td>752 Nd (A)</td>
<td>1130 Ag (A)</td>
</tr>
<tr>
<td>As</td>
<td>44</td>
<td>133 P 2p₃</td>
<td>269 Sr 3p₃</td>
<td>443 Bi 4d₅</td>
<td>768 Sb 3p₃</td>
<td>1136 Eu 3d₅</td>
</tr>
<tr>
<td>Cr</td>
<td>45</td>
<td>133 Sr 3d₅</td>
<td>270 Cl 2s</td>
<td>445 In 3d₅</td>
<td>780 Ba 3d₅</td>
<td>1153 Sc (A)</td>
</tr>
<tr>
<td>Mn</td>
<td>48</td>
<td>136 Eu 4d</td>
<td>279 Os 4d₅</td>
<td>458 Ti 2p₃</td>
<td>781 Co 2p₃</td>
<td>1161 Pd (A)</td>
</tr>
<tr>
<td>I</td>
<td>50</td>
<td>140 Pb 4fₗ</td>
<td>282 Ru 3d₅</td>
<td>463 Ru 3p₃</td>
<td>786 Fe (A)</td>
<td>1186 Gd 3d₅</td>
</tr>
<tr>
<td>Os</td>
<td>52</td>
<td>141 Gd 4d</td>
<td>287 C 1s</td>
<td>486 Sn 3d₅</td>
<td>788 Pr (A)</td>
<td>1187 Rh (A)</td>
</tr>
<tr>
<td>Fe</td>
<td>55</td>
<td>142 Ho (A)</td>
<td>293 K 2p₃</td>
<td>497 Na (A)</td>
<td>822 Te 3p₃</td>
<td>1194 Ca (A)</td>
</tr>
<tr>
<td>Li</td>
<td>57</td>
<td>150 Td 4d</td>
<td>297 Ir 4d₅</td>
<td>498 Zn (A)</td>
<td>827 Ce (A)</td>
<td>1205 U (A)</td>
</tr>
<tr>
<td>Se</td>
<td>57</td>
<td>153 Si 2s</td>
<td>301 Y 3p₃</td>
<td>498 Rh 3p₃</td>
<td>832 F (A)</td>
<td>1214 Ru (A)</td>
</tr>
<tr>
<td>Co</td>
<td>61</td>
<td>154 Dy 4d</td>
<td>305 Mg (A)</td>
<td>501 Sc 2s</td>
<td>834 La 3d₅</td>
<td>1219 Ge 2p₃</td>
</tr>
<tr>
<td>Ir</td>
<td>62</td>
<td>158 Y 3d₅</td>
<td>366 Ho 4p₃</td>
<td>515 V 2p₃</td>
<td>855 Ni 2p₃</td>
<td>1226 C (A)</td>
</tr>
<tr>
<td>Xe</td>
<td>63</td>
<td>159 Bi 4fₗ</td>
<td>309 Rh 3d₅</td>
<td>530 Sb 3d₅</td>
<td>863 Ne 1s</td>
<td>1230 Th (A)</td>
</tr>
<tr>
<td>Na</td>
<td>64</td>
<td>161 Ho 4d</td>
<td>316 Pt 4d₅</td>
<td>531 O 1s</td>
<td>865 La (A)</td>
<td>1236 K (A)</td>
</tr>
<tr>
<td>Ni</td>
<td>67</td>
<td>163 Se 3p₃</td>
<td>319 Ar 2s</td>
<td>534 Pd 3p₃</td>
<td>882 Ce 3d₅</td>
<td>1244 Tb 3d₅</td>
</tr>
<tr>
<td>Br</td>
<td>69</td>
<td>165 S 2p₃</td>
<td>320 Er 4p₃</td>
<td>565 Ti 2s</td>
<td>890 Ba (A)</td>
<td>1268 Ar (A)</td>
</tr>
<tr>
<td>Pt</td>
<td>73</td>
<td>169 Er 4d</td>
<td>331 Zr 3p₃</td>
<td>570 Cu (A)</td>
<td>903 Mn (A)</td>
<td>1295 Dy 3d₅</td>
</tr>
<tr>
<td>Al</td>
<td>74</td>
<td>180 Tm 4d</td>
<td>333 Tm 4p₃</td>
<td>573 Ag 3p₃</td>
<td>917 Cs (A)</td>
<td>1301 Mo (A)</td>
</tr>
<tr>
<td>Cs</td>
<td>75</td>
<td>181 Zr 3d₅</td>
<td>335 Th 4fₗ</td>
<td>575 Te 3d₅</td>
<td>930 Pr 3d₅</td>
<td>1304 Cl (A)</td>
</tr>
<tr>
<td>Cu</td>
<td>77</td>
<td>182 Br 3p₃</td>
<td>336 Au 4d₅</td>
<td>577 Cr 2p₃</td>
<td>934 Cu 2p₃</td>
<td>1305 Mg 1s</td>
</tr>
<tr>
<td>Au</td>
<td>85</td>
<td>184 Se (A)</td>
<td>337 Pd 3d₅</td>
<td>595 Gd (A)</td>
<td>944 Xe (A)</td>
<td>1315 B (A)</td>
</tr>
<tr>
<td>Zn</td>
<td>87</td>
<td>185 Yb 4d₅</td>
<td>342 Yb 4p₃</td>
<td>618 Cd 3p₃</td>
<td>962 Cr (A)</td>
<td>1321 Nb (A)</td>
</tr>
<tr>
<td>Kr</td>
<td>88</td>
<td>191 B 1s</td>
<td>346 Ge (A)</td>
<td>619 I 3d₅</td>
<td>970 I (A)</td>
<td>1326 As 2p₃</td>
</tr>
<tr>
<td>Ba</td>
<td>90</td>
<td>191 P 2s</td>
<td>347 Ca 2p₃</td>
<td>635 Eu (A)</td>
<td>976 O (A)</td>
<td>1336 S (A)</td>
</tr>
<tr>
<td>Mg</td>
<td>90</td>
<td>195 Dy (A)</td>
<td>359 Lu 4p₃</td>
<td>641 Mn 2p₃</td>
<td>980 Nd 3d₅</td>
<td>1388 Bi (A)</td>
</tr>
<tr>
<td>Er</td>
<td>99</td>
<td>197 Lu 4d₅</td>
<td>359 Hg 4d₅</td>
<td>643 Ni (A)</td>
<td>998 Te (A)</td>
<td>1395 Pb (A)</td>
</tr>
<tr>
<td>Hg</td>
<td>100</td>
<td>199 Cl 2p₃</td>
<td>364 Nb 3p₃</td>
<td>666 In 3p₃</td>
<td>1017 V (A)</td>
<td>1402 Ti (A)</td>
</tr>
<tr>
<td>La</td>
<td>101</td>
<td>206 Nb 3d₅</td>
<td>368 Ag 3d₅</td>
<td>668 Ne (A)</td>
<td>1022 Zn 2p₃</td>
<td>1409 Hg (A)</td>
</tr>
<tr>
<td>Si</td>
<td>102</td>
<td>208 Kr 3p₃</td>
<td>378 K 2s</td>
<td>672 Xe 3d₅</td>
<td>1027 Sb (A)</td>
<td>1417 Au (A)</td>
</tr>
<tr>
<td>Ga</td>
<td>105</td>
<td>213 Hf 4d₅</td>
<td>380 U 4fₗ</td>
<td>673 Sm (A)</td>
<td>1052 Sn (A)</td>
<td>1425 Pt (A)</td>
</tr>
<tr>
<td>Ce</td>
<td>108</td>
<td>229 S 2s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An A in parentheses denotes Auger line. The sharpest Auger line and the two most intense photo-electron lines per element are included in the table. For brevity, 2p₃ equals 2p₃/2, 3d₅ equals 3d₅/2, etc. All lines are on the binding energy scale.

Appendix 8

Kinetic Energies of Auger Electrons:
Experimental Data from Spectra Acquired
by X-ray Excitation

C. D. Wagner
29 Starview Drive, Oakland, CA 94618, USA

The following table is believed to represent the best available data on the most prominent Auger lines in X-ray excited spectra. Lines presented are mostly of the core type, with no attempt made to include the valence-type lines such as KV for Li–O, LVV for Mg–C1, MVV for Cr–Y and NVV for Ir–Hg. The low energy NOO lines for Tl–Bi and the rather prominent Coster–Kronig lines for the heavy metals are not included. Certain lines of very low intensity, such as KLV, LMV and MNV lines, and shoulders on the intense lines are also not included.

Data are presented mainly for elemental conductive states. Gas phase data are supplied when the data are significantly more detailed than the solid phase. Data on oxides are included as well for certain elements where the spectra are significantly different for element and oxide. Other tabulations should be consulted for data on chemical shifts.

Most of the data are derived from information used to produce reference 79–1. Other references of particular value for the distributions of line energies are noted. Data are Fermi level referenced unless otherwise noted. For many lines, the energies are close to those observed with conventional electron-excited, vacuum-referenced dN/dE data, customarily used in Auger electron spectroscopy, because the work function of 4–5 eV approximately offsets the difference between the peak position and the inflection point on the high-energy side. Some notations used are:

(g) = gas phase
v = referenced to vacuum level
i = interpolated or extrapolated value
b = broad line
l = low intensity
<table>
<thead>
<tr>
<th>KLL</th>
<th>$KL_1L_1$</th>
<th>$KL_1L_{23}$</th>
<th>$KL_{23}L_{23}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^1S$</td>
<td>$^1P$</td>
<td>$^3P$</td>
<td>$^1S$</td>
</tr>
<tr>
<td>F alkali fluorides</td>
<td>611</td>
<td>630</td>
<td>638</td>
<td>653</td>
</tr>
<tr>
<td>Ne implanted in Fe (g)</td>
<td>762</td>
<td>785</td>
<td>798 i</td>
<td>814</td>
</tr>
<tr>
<td>Na</td>
<td>749 v</td>
<td>772 v</td>
<td>783 v</td>
<td>801 v</td>
</tr>
<tr>
<td>Mg</td>
<td>926</td>
<td>955</td>
<td>967</td>
<td>1181</td>
</tr>
<tr>
<td>Al</td>
<td>1107</td>
<td>1140</td>
<td>1155</td>
<td>1387</td>
</tr>
<tr>
<td>Si</td>
<td>1302</td>
<td>1341</td>
<td>1357</td>
<td>1387</td>
</tr>
<tr>
<td>P</td>
<td>1514</td>
<td>1559 i</td>
<td>1576</td>
<td>1610</td>
</tr>
<tr>
<td>S</td>
<td>1745</td>
<td>1794 i</td>
<td>1813</td>
<td>1852</td>
</tr>
<tr>
<td>Cl (g) CCl$_4$</td>
<td>1991</td>
<td>2045</td>
<td>2065</td>
<td>2108</td>
</tr>
<tr>
<td>Ar (g)</td>
<td>2245 v</td>
<td>2304 v</td>
<td>2326 v</td>
<td>2374 v</td>
</tr>
<tr>
<td></td>
<td>2508 v</td>
<td>2576 v</td>
<td>2600 v</td>
<td>2651 v</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LMM</th>
<th>$L_3M_1M_{23}$</th>
<th>$L_3M_{23}M_{23}$</th>
<th>$L_3M_{23}M_{45}$</th>
<th>$L_2M_{23}M_{45}$</th>
<th>$L_3M_{45}M_{45}$</th>
<th>$L_2M_{45}M_{45}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^1P$</td>
<td>$^3P$</td>
<td>$^1D$</td>
<td>$^3P$</td>
<td>$^1F$</td>
<td>$^3D^3P$</td>
<td>$^1F$</td>
</tr>
<tr>
<td>Ar in Fe (g)</td>
<td>217</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KBr (g)</td>
<td>204 v</td>
<td>206 v*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca element</td>
<td>248</td>
<td>250*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CaCO$_3$</td>
<td>237 v</td>
<td>239 v</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sc element</td>
<td>298*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sc$_2$O$_3$</td>
<td>285</td>
<td>288*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti element</td>
<td>307</td>
<td>315</td>
<td>335*</td>
<td>363</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>346</td>
<td>355</td>
<td>383</td>
<td>383</td>
<td>419</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Element</td>
<td>Atomic Number</td>
<td>Ionization Energy (eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>---------------</td>
<td>-----------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>23</td>
<td>510</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>24</td>
<td>570</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>25</td>
<td>635</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>26</td>
<td>702</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co</td>
<td>27</td>
<td>773</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>28</td>
<td>846</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>29</td>
<td>919</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>30</td>
<td>992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ga</td>
<td>31</td>
<td>1015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ge</td>
<td>32</td>
<td>1145</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As</td>
<td>33</td>
<td>1225</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Se</td>
<td>34</td>
<td>1307</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>35</td>
<td>1378</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kr</td>
<td>36</td>
<td>1424</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rb</td>
<td>37</td>
<td>1641</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sr</td>
<td>38</td>
<td>1737</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>39</td>
<td>1831</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>40</td>
<td>1930</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td>41</td>
<td>2039</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Includes $L_2M_{23}M_{23}$ ($^1D$). Omitted because of low intensity are $L_2M_{23}M_{23}$, $L_3M_1M_{45}$ and $L_2M_{23}M_{45}$ ($^3D$).
<table>
<thead>
<tr>
<th>MNN</th>
<th>$M_{45}N_{23}$</th>
<th>$M_{45}N_{23}N_{23}$</th>
<th>$M_{45}N_{45}$</th>
<th>$M_{45}N_{23}N_{45}$</th>
<th>$M_{5}N_{45}N_{45}$</th>
<th>$M_{4}N_{45}N_{45}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>94</td>
<td>119</td>
<td>1</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td>114 b</td>
<td>136</td>
<td>145</td>
<td>168</td>
<td>200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>122</td>
<td>1</td>
<td>163</td>
<td>188</td>
<td>223</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tc</td>
<td>152</td>
<td>201</td>
<td>231</td>
<td>274</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ru</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rh</td>
<td>223</td>
<td>253 b</td>
<td>302</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>243</td>
<td>274 b</td>
<td>328</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>262</td>
<td>296 b</td>
<td>352</td>
<td>353</td>
<td>358</td>
<td>71-1</td>
<td></td>
</tr>
<tr>
<td>Cd</td>
<td>280 b</td>
<td></td>
<td>377</td>
<td>379</td>
<td>384</td>
<td></td>
<td>71-1</td>
</tr>
<tr>
<td>In</td>
<td>b</td>
<td></td>
<td>403</td>
<td>405</td>
<td>411</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sn</td>
<td>l</td>
<td>b</td>
<td>429</td>
<td>431</td>
<td>438</td>
<td></td>
<td>79-2</td>
</tr>
<tr>
<td>Sb</td>
<td>l</td>
<td>b</td>
<td>455</td>
<td>457</td>
<td>464</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Te</td>
<td></td>
<td></td>
<td>482</td>
<td>484</td>
<td>492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>506</td>
<td>509</td>
<td>517</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li</td>
<td>532</td>
<td>536</td>
<td>545</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xe in carbon (g)</td>
<td></td>
<td></td>
<td>520 v</td>
<td>524 v</td>
<td>533 v</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cs CsOH</td>
<td>555</td>
<td>559</td>
<td>569</td>
<td>630</td>
<td>643</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba element</td>
<td></td>
<td></td>
<td>602</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BaO</td>
<td>585</td>
<td>598</td>
<td>669</td>
<td>683</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>La La$_2$O$_3$</td>
<td>622</td>
<td>638</td>
<td>711 i</td>
<td>728 i</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce CeO$_2$</td>
<td>660</td>
<td></td>
<td>755</td>
<td>771</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>695 i</td>
<td></td>
<td>795 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nd</td>
<td>733 i</td>
<td></td>
<td>840 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pm</td>
<td>770 i</td>
<td></td>
<td>885 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sm Sm$_2$O$_3$</td>
<td>808 b</td>
<td></td>
<td>950 i</td>
<td>1068</td>
<td>1094</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eu</td>
<td>846 i</td>
<td></td>
<td>980 i</td>
<td>1120 i</td>
<td>1150 i</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Element</td>
<td>$M_{45}N_{45}N_{67}$</td>
<td>$M_{5}N_{67}N_{67}$</td>
<td>$M_{4}N_{67}N_{67}$</td>
<td>Ref.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hf</td>
<td>1420 i</td>
<td>1615 i</td>
<td>1669 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td>1462 i</td>
<td>1675 i</td>
<td>1733 i</td>
<td>80-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>1730 i</td>
<td>1792 i</td>
<td>1856 i</td>
<td>78-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td>1790 i</td>
<td>1837 i</td>
<td>1908 i</td>
<td>78-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Os $K_{2}OsCl_{6}$</td>
<td>1837 i</td>
<td>1908 i</td>
<td>1975 i</td>
<td>78-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ir</td>
<td>1900 i</td>
<td>1975 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td>1961 i</td>
<td>2041 i</td>
<td></td>
<td>78-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>2016 i</td>
<td>2102 i</td>
<td></td>
<td>80-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hg</td>
<td>2070 i</td>
<td>2160 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tl</td>
<td>2128 i</td>
<td>2223 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>2181</td>
<td>2282</td>
<td>80-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi</td>
<td>2235 i</td>
<td>2343 i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Th</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

†The difference in the binding energies of the $3d_{5/2}$ and $3d_{3/2}$ levels was used to calculate many of the $M_{4}N_{67}N_{67}$ energies from the $M_{5}N_{67}N_{67}$ energies.
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  normalization, 468
  smoothing, 450, 453
  system, 446
Deconvolution, depth profiling, 170
  in electron spectra, 121, 454
  Dempsey charge field, 332
  Density of states, local (LDOS), 105, 115
  Derivatization, 366, 386
  Derivative spectra (see Spectra), 93
    AES, 432
    XPS, 455
  Detection level in XPS, 399
  Detectors, efficiency, 186, 189
    multichannel, 13
  Dielectric constant, 108
  Difference spectra, 468
  Differential spectra (see Spectra and Derivative spectra)
  Diffraction (see Electron, diffraction)
  Diffusion, dopant, 221
    grain boundary, 237, 279
    pumps, 23, 34
  Dopants, 221
  Elastic peak (AES), 92, 110, 433
  Electrochemistry, 397
  Electrical discharge treatment, 383, 388
  Electron, beam damage, 322, 328, 360, 367, 368, 406, 409, 416, 423
  bombardment evaporation, 40
  diffraction, low energy (LEED), 4, 71, 73, 92, 136, 286, 305, 318, 322
  photoelectron, 133, 135
  reflection high energy (RHEED), 6, 92, 286
  elastic peak (AES), 92
  emission secondary (SEE), 4, 92
  energy loss spectroscopy, high resolution (LEELS or HREELS),
    6, 12, 58, 288, 294, 305, 310, 322, 351
  flood gun, 303, 329, 361, 438, 442
  guns, 60
  microscope, scanning transmission (STEM), 6
  sources, 57
spectrometer, 70
  aperture, 187
  calibration, 288, 409, 429
  commercial instruments, 200
  concentric hemispherical analyser (CHA), 71, 77, 80, 432
  cylindrical mirror analyser (CMA), 75, 190, 201, 431
  etendue, 83, 199
  hemispherical, 71, 77, 80
  luminosity, 83
Index

resolution, 71, 77, 82, 113, 191
resolving power, 71
retardation, 72, 79
retarding field analyser (RFA), 71, 73
transmission function, 113, 189
probe microanalyser (EPMA), 398
spectrum (see Spectra), 91
spin, 83, 113, 128
spin resonance (ESR), 323, 347
stimulated desorption (ESD), 11, 234
Electrostatic splitting (see Multiplet)
Embrittling segregants, 252
Energy, calibration (see Electron, spectrometer)
referencing, 299, 329, 360, 437
Escape depth (see Inelastic mean free path), 186
Etching (see Ion, sputtering)
chemical, 220
plasma, 220
Etendue, spectrometer, 83, 199
Evaporation, sample preparation, 37
Exchange splitting (see Multiplet)

Fast atom bombardment mass spectroscopy (FABMS), 11, 368
Fermi level, 93, 115, 301, 429, 478
Fibres, XPS of, 390, 395
Field emission electron source, 63
Field ion microscope, atom probe, 11
Fixed analyser transmission (FAT), 83, 114
Final states configuration, 90, 102, 120
Fine structure, AES, 102
Fracture of grain boundaries (see Segregation), 254
stage, 37, 254

Functional group labelling (see Derivatization)

Gas admission systems, 43
Guassian function, 459
Ghost, XPS, 126
Glow discharge, 377
Gold decoration (see Charge referencing), 440
energy, 273
fracture, 248
structure, 249

Handling of samples (see Samples, handling)

Hemispherical analyser (HSA), 71, 77, 80
Heterogeneous catalysis (see Catalyst)
High pressure cell (UHV system), 306
History, 5
Hole-hole interaction energy, 96, 105
Hydrogen embrittlement, 255

Inelastic mean free path (IMFP), 148, 186, 392, 402
Information depth (see Inelastic mean free path)
Infrared spectroscopy, 372
Instruments, commercial spectrometers, 200
Integrated circuits, 217
Intensity, AES, 97, 189
XPS, 203, 209
Intergranular (see Segregation)
fracture, 248
Intermediate coupling scheme, 90
Internal standard (see Charge referencing), 442
Ion, beam techniques, 9
guns (see Ion, sources)
implantation, 221
neutralization spectroscopy (INS), 10
pumps, 23
scattering spectroscopy (ISS), 9, 12
secondary mass spectroscopy (SIMS), 9
sources, 64, 143
grid cage type, 64
liquid metal, 68
Penning, 65
saddle field, 67
sputtering, angular dependence, 158
atomic mixing, 156, 160
beam uniformity, 157
charging of insulators, 156
chemical changes, 34, 362
cleaning, 33
cones, 36, 144
contamination, 157
depth resolution, 152
depth scale, 146
induced diffusion, 156
induced segregation, 156
preferential, 156, 160
quantification in, 41, 145, 212
topographical changes, 34, 36, 156
yield, 35, 160, 213
Ionization, core level, 93
Ionization — cont.
  cross sections (see Cross sections or Photoelectron)
  loss peaks, 93, 111
  loss spectroscopy (ILS), 6

j−j coupling, 88, 94, 113

Kinetic energy, 429
Knock-on in ion sputtering, 36, 160

Lanthanum hexaboride, 59, 63
Leak valves, 44
Lifetime, 114
Lineshape, AES, 104, 125, 410
  XPS, 113, 131
Lorentzian function, 459
Loss spectrum in XPS (see Plasmons and Ionization, loss), 288
Low energy electron diffraction (LEED), 4, 71, 73, 92, 136, 286, 305, 318, 322
Low energy ion scattering (LEIS), 399
L−S coupling (Russell–Sanders), 88, 106

Madelung energy, 120
Mass spectroscopy, secondary ion
  (SIMS), 9
    fast atom bombardment (FABMS), 11
gas analysis, 45
Matrix, effect on sputtering, 214
  factor, AES, 187, 211, 253
sputter modified, 214
  XPS, 199, 211
Mean free path, inelastic electron, 148, 186, 392, 402
Metallization, 222
Modified Auger parameter (see Auger parameter)
Modulation voltage, 190, 432
Monochromator (see X-rays)
Monte Carlo calculations, 184
Multilayer structures, 167
Multiplet splitting, 128, 290, 411, 413

Nomenclature, core levels, 87
Normalization (see Data), 468
Nuclear microanalysis, 400

Optical microscope, 398
Orbital angular momentum, 87, 89, 113
Overlayers, quantification, 211

Oxidation, heavy metals, 421
  light metals, 415
  polymers, 378, 387
  semiconductors, 219
  transition metal alloys, 415
  transition metals, 415

Packaging in microelectronics, 237
Parity, 90
Patterning, 220
Peak, area measurements, AES, 194
  XPS, 203
  shape, AES, 193
  to peak signal, AES, 189
  widths, AES, 192
  XPS, 113
Photoelectron, energies, 362, 429, 477, 515, 519
  intensities, 208, 511
Photoemission cross section, 113, 198
Photo-lithography, 220
Plasma, deposition (PVD), 231
  etching, 220
  polymerization, 377
Plasmon loss, 92, 108, 133, 471
Polyacetylene, 395
Polymer, 359, 422
  conducting, 391
  fluorinated, 374
  metal interaction, 394
  surface analysis, 368
  surface modification, 374, 393
  weathering, 391, 394
Polytetrafluoroethylene (PTFE), 21
Powder samples, mounting, 27
Pre-adsorption, 296
Precipitates, 257
Proton induced X-ray emission (PIXE), 11

Quantification (see Sensitivity factors)
  AES, 181, 211
catalysts, 321
corrosion, 400
  overlays, 211, 252
segregants, 253
specrometer terms, 83
spatter-depth profiles, 145, 212
  XPS, 196, 288, 304
Quantum number, 87
Quasi-atomic Auger spectra, 105
Index

McLean theory, 263
prediction, 264
impurity, 37, 46
interfacial, Al/Cu metallization, 225
oxide/semiconductor, 220
kinetics, 270
multicomponent, 269
quantification, 253
site competition, 267
surface anisotropy, 262
catalysts, 298
evaporation, 272
oxide, 220
polymers, 370
prediction, 265
Sensitivity factors, AES, 190
XPS, 208, 511
Shake off, 132
Shake up, 130, 208, 290, 364, 389, 411,
412, 414
Shirley background (see Background)
Signal (see Data)
Silicides, 222
Single crystal, 305
Spatial resolution, AES (see Scanning
Auger microscopy), 368, 403
Spectra (see Data)
addition, 449
display, 448
smoothing, 450
subtraction, 449
Spectra given in figures,
AES, Ag, 102
Al, 109, 110
B, 98
Be, 98
C, 92, 98, 104
Cd, 102, 107
Co, 101
Cr, 100
Cs, 118
Cu, 101, 192, 195
F, 98, 126
Fe, 100, 257
In, 102, 103
Mn, 100
N, 98
Na, 98, 117
Ni, 101
O, 98, 127
P, 257
Pd, 102
Index

Spectra — cont.
   Rh, 102
   S, 106
   Sc, 99
   Si, 193
   Sn, 102
   Ti, 99
   V, 99
   Zn, 117
Bremmstrahlung, 118
Synchrotron radiation, 57
XPS, Ag 112, 116
   Al, 292
   Au, 132
C, 364, 369, 375, 382, 385, 389, 390, 457, 471
   Cl, 131
   Co, 346
   Cr, 129
   Cu, 196, 204, 207
F, 207, 376, 377
Fe, 207, 412
Ge, 316
In, 291
Mo, 346
N, 121
Na, 334
Ni, 413
O, 300, 376, 385, 390, 452, 458
Pt, 132
Rh, 324
Ru, 333
Si, 331
Sn, 207
Ta, 162
V, 123
W, 463, 467
X-ray Al, 54
Spectrometer (see Electron,
   spectrometer)
   transmission function, 189
Spike, removal, 448
Spin, momentum, 88
   orbit splitting, 88, 113, 130, 380
   quantum number, 88
Spot size, electron beam (see Scanning
   Auger microscopy), 60, 368, 403
Sputter-depth profiles, 41
   quantification, 145, 212
Sputtered neural mass spectroscopy
   (SNMS), 10, 11
Sputtering (see Ion, sputtering)
   yield, 35, 213
   angular dependence, 158
Stress corrosion cracking, 278
Stress relief cracking, 278
Stripping, 220
Surface analysis, industrial use, 2
   worldwide use, 3
Surface segregation (see Segregation)
Synchrotron radiation, 8, 56, 294, 296
Take off angle, 362, 382
Temper brittleness, 276
Textiles, 390, 395
Thermocouples, 29
Time dependence of spectra, XPS, 137
Titanium sublimation pumps, 25
Transition metals, 100
Transmission function, electron
   spectrometer, 113, 189, 202
Turbomolecular pumps, 24, 34

Ultra-high vacuum (UHV), 18,
   306, 359, 440
   design, 21
   handling, 22, 25
   materials, 18
   pumps, 23
   pump speed, 21
   seals, 19
Ultra-violet photoelectron spectroscopy
   (UPS), 8, 12, 294, 321, 322, 347
Uncertainty principle, 114

Vacuum (see Ultra-high vacuum)
   conditions, 17
   effects, 408
   level, 432
Valence band, 114, 121
   spectra, 294, 365
Very large scale integration (VLSI), 217
Viton seals, 20

Work function, 50, 303, 434
   source, 58, 112, 115, 120

X-ray, absorption fine structure
   spectroscopy, extended (EXAFS), 9
   surface extended (SEXAFS), 9
   anodes, 50
   Bremmstrahlung, 53, 112, 118, 437
   diffraction, 311, 315, 319, 398
Index

emission induced by protons (PIXE), 11
energies, 50
fluorescence, 94, 398
ghosts, 126
induced AES, 293
lines, 50
linewithubs, 50
monochromator, 53, 361, 366, 438, 442, 449
penetration depth, 135

satellites, 126, 361
subtraction of, 449
sources, 48, 128
spectroscopy (XES), 7
window, 53, 118

Yield, Auger electron, 182
sputtering, 212

Zeolites, 287, 295, 322, 325